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SPACES

Thesis submitted to the

University of Calicut

for the award of the degree of

DOCTOR OF PHILOSOPHY

in Mathematics

under the Faculty of Science

by

KAVITHA T.

Department of Mathematics, University of Calicut

Kerala, India 673 635.

August 2017



DEPARTMENT OF MATHEMATICS

UNIVERSITY OF CALICUT

Ramachandran P. T. University of Calicut

Associate Professor 30 August 2017.

CERTIFICATE

I hereby certify that the thesis entitled “Some Problems on Čech Clo-
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5.4 Generalized Čech Closure Operators . . . . . . . . . . . . . . . . . 120

5.5 Adjacent Generalized Closure Operators . . . . . . . . . . . . . . 124

ii



Contents

6 Conclusion 132

6.1 Further Scope of Research . . . . . . . . . . . . . . . . . . . . . . 133

Bibliography 134

Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

iii



Chapter 0
Introduction

In this thesis we study some problems on Čech closure spaces. Čech clo-

sure operators were introduced by Edward Čech by weakening the idempotent

condition of Kuratowski closure operators.

0.1 Motivation and Survey of Literature

Associated with the topological space (X,T ) we can define a closure operator

c : P (X) → P (X) where c(A) is the smallest closed set containing A for each

A ∈ P (X). Then empty set is a fixed point of c, c is idempotent and c commutes

with finite unions. Also if we are given a function θ : P (X) → P (X) such that

θ is an expansive operator, empty set is a fixed point of θ, θ is idempotent and

θ commutes with finite unions, then there exists a unique topology T on X such

that θ coincides with the closure operator associated with T . By relaxing the
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0.1. Motivation and Survey of Literature

idempotent condition of a closure operator associated with a topology Čech E.

introduced a Čech closure operator. According to him, a Čech closure operator

V on a set X is an operator on P (X) such that empty set is a fixed point of V ,

V is expansive and V commutes with finite unions [11]. An ordered pair (X, V )

where V is a Čech closure operator is called a Čech closure space.

Every closure operator associated with a topology is a Čech closure operator

but, not every Čech closure operator is a closure operator associated with a

topology. A closure operator associated with a topology is also called Kuratowski

closure operator. A Čech closure operator is a Kuratowski closure operator if

and only if it is idempotent. This way we can regard Čech closure space as

a generalization of topological spaces. For convenience, we call Čech closure

operators as closure operators and Čech closure spaces as closure spaces. The

theory of closure spaces was extensively studied by Čech E. in [11].

We can define a partial order in the set of all closure operators on a set X as

V1 ≤ V2 if and only if V2(A) ⊆ V1(A) for every A ⊆ X [11]. The set of all closure

operators on a fixed non empty set X forms a complete lattice L(X) under this

partial order [11]. The indiscrete closure operator I is the smallest element and

discrete closure operator D is the largest element of L(X). Ramachandran P.T.

determined atoms and dual atoms in the lattice of closure operators [32]. He

studied the reflexive relation associated with a closure operator in [32]. Also

proved that the lattice L(X) of closure operators on a set X is complemented if

and only if X is finite [33, 37]. Moreover L(X) is a dually atomic and modular

lattice [32].

2



0.1. Motivation and Survey of Literature

Agashe P. and Levine N. introduced the concept of immediate successor and

immediate predecessor in the lattice of topologies [2]. They proved that a com-

pletely normal first countable T1 topology cannot have an immediate successor

in the lattice of topologies. Also some properties of adjacent topologies were

investigated in [2]. Analogous to the concept of immediate successors and imme-

diate predecessors, Kunheenkutty M. introduced the concept of upper neighbours

and lower neighbours of closure operators in the lattice of closure operators [24].

The study of upper neighbours and lower neighbours helps us to understand

the lattice structure and to locate a closure operator. He determined the adja-

cency of co-finite closure operators in L(X). The co-finite closure operator has

a lower neighbour whereas it has no upper neighbour in the lattice of closure

operators [24].

Alas O. T. and Wilson R. G. gave a characterization of those topologies which

have an upper neighbour in the lattice of T1 topologies on a set and showed that

certain classes of compact and countably compact topologies do not have an

upper neighbour [3]. In [4], authors discussed different sub posets of the lattice

of T1 topologies and decided which elements have and which do not have an

upper neighbour.

In an atomic modular lattice every element other than the greatest element

has an upper neighbour and in a dually atomic modular lattice every element

other than the smallest element has a lower neighbour [19]. Thus every element

of L(X) other than the Indiscrete closure operator has a lower neighbour in

L(X). Also every element of L(X) other than the discrete closure operator has

3



0.1. Motivation and Survey of Literature

an upper neighbour when X is a finite set.

The concept of simple extensions in the lattice of topologies were introduced

by Levine N. [29]. This is a method of constructing strong topologies from a

given topology. For a topology T on a set X, the simple extension of T by

A ⊆ X is the smallest topology containing A and is denoted by T (A). Levine N.

compared certain properties like regularity, normality, second countability and

connectedness of topology with its simple extensions [29].

Ramachandran P. T. discussed the problem of representing permutation groups

as the group of homeomorphisms of topological spaces [32,34]. He proved that if

X = {a1, a2, . . . , an}, n ≥ 3, then the permutation group on X generated by the

cycle (a1, a2, . . . , an) cannot be represented as the group of homeomorphisms

of (X,T ) for any topology T on X [32]. Then Sini P. and Ramachandran P. T.

defined t-representability of permutation groups and studied t-representability of

cyclic subgroups of the symmetric group S(X) [39–41]. A permutation group K

on X is said to be t-representable if there exists a topology T on X such that the

group H(X,T ) of homeomorphisms of (X,T ) is K [39]. In [40], it was proved

that direct sum of t-representable finite permutation groups is t-representable

on X. Kannan V. and Ramachandran P. T. gave several characterizations of

hereditarily homogeneous topological spaces [21].

Császár considered the set of all maps γ : P (X) → P (X) such that γ is

monotonic. A set A ⊆ X is said to be γ-open if and only if A ⊂ γ(A). Then the

set of all γ-open sets forms a generalized topology on X [13]. Corresponding to

a generalized topology on X, there exists a closure operator C on X such that

4



0.2. Organisation of the Thesis

C is expansive, monotonic and idempotent. On the contrary if C is an operator

on P (X) such that C is expansive, monotonic and idempotent, then there exists

a unique generalized topology on X. Tyagi B. K. and Choudhari R. introduced

generalized closure operators on X and they studied generalized interior operator

and generalized neighbourhood systems [44].

0.2 Organisation of the Thesis

Besides the Introduction, this Thesis contains 6 chapters. The introduc-

tory chapter, Chapter 0 deals with the motivation and review of literature on

adjacency in the lattice of closure operators, simple expansions of closure opera-

tors, t-representability of permutation groups and generalized closure operators.

Chapter 1 includes basic definitions and theorems we used in the forthcoming

chapters.

In Chapter 2, we investigate the existence of upper neighbours of closure

operators. We prove that the generalized form of the co-finite closure operator

has no upper neighbour in L(X). Upper neighbours of a T1 closure operator

is characterized. We establish that a first countable T1 closure operator has no

upper neighbour in the lattice of closure operators. We study some properties of

upper neighbours of closure operators. Adjacency of a closure operator projec-

tively and inductively generated by a function f is also explored in this chapter.

If f is a bijection between two sets, then closure operators inductively generated

by two adjacent closure operators and f are either equal or adjacent. Further
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0.2. Organisation of the Thesis

we seek upper neighbours of the sum and finite product of closure operators.

Chapter 3 deals with simple expansions of closure operators. We determine

when simple expansion of a topological closure operator becomes the closure

operator associated with a topology. Then investigate some properties of the

simple expansion of closure operators and compare certain properties of a closure

operator with their simple expansion. We prove that the simple expansion of a

normal closure operator V at a point x is normal if V ({x}) = {x}. We discuss

the equality of simple expansions of closure operators by two distinct subsets at

the same point x. Also we introduce countable expansion of closure operators in

L(X).

In Chapter 4, we investigate which permutation groups can be represented

as the group of closure isomorphisms of closure spaces. In order to consider

this problem, we define c-representability of permutation groups correspond-

ing to t-representability of permutation groups. A permutation groups H is

c-representable if there exists a closure operator V on X such that the group

of closure isomorphisms of (X, V ) is H. We investigate the c- representability

of normal subgroups of the symmetric group S(X). We prove that a proper

non-trivial normal subgroup of S(X) is c-representable if and only if |X| = 3.

We determine the c-representability of the direct sum of an arbitrary family

of finite c-representable permutation groups. Here we characterize hereditarily

homogeneous T1 closure spaces.

The lattice of generalized closure operators are studied in Chapter 5. We

determine atoms and dual atoms in the lattice of generalized closure operators.

6



0.2. Organisation of the Thesis

Here we study generalized Čech closure operators on a set. A comparison between

the lattice of generalized closure operators and the lattice of generalized Čech

closure operators on a set X is conducted. Also we introduce adjacency in the

lattice of generalized Čech closure operators and prove that co-finite closure

operator has no upper neighbour in the same. Simple expansions of generalized

closure operators is also introduced.

The Chapter 6 is the conclusion and some unsolved problems which we met

during our study.
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Chapter 1
Preliminaries

1.1 Introduction

This chapter deals with some basic definitions and preliminary results in set

theory, group theory and Čech closure spaces in order to make the reading of

this thesis simpler.

1.2 Set Theory

First let us go through the definition of a partially ordered set.

Definition 1.2.1. [7] Let X be a set and ≤ be a binary relation on X. A

partially ordered set or a poset is an ordered pair (X,≤) such that the binary

relation ≤ satisfies the following conditions:

8



1.2. Set Theory

1. x ≤ x for all x ∈ X,

2. If x ≤ y and y ≤ x, then x = y for all x, y ∈ X,

3. If x ≤ y and y ≤ z, then x ≤ z for all x, y, z ∈ X.

Example 1.2.2. Let Z+ denotes the set of positive integers; and let x ≤ y

if x divides y. Then (Z+,≤) is a partially ordered set.

Definition 1.2.3. [17] Let (X,≤) be a partially ordered set, A be a

nonempty subset of X. An element a ∈ A such that a ≤ x for all x ∈ A is

called a least element. A greatest element of A is an element b ∈ A such that

x ≤ b for all x ∈ A.

Definition 1.2.4. [17] A partially ordered set (X,≤) is said to be well-

ordered if for every non empty subset A of X, there exists x0 ∈ A such that

x0 ≤ x for every x ∈ A.

Remark 1.2.5. Every element in a well-ordered set has an immediate

successor except the greatest element.

Theorem 1.2.6. Well-ordering Theorem [18]

Every set can be well-ordered.

Theorem 1.2.7. Principle of transfinite induction [18]

Let W be a well-ordered set and V a subset of W in which, for every element

x ∈ W , satisfies the following condition:

9



1.2. Set Theory

If every predecessor of x belongs to V , then x belongs to V .

Then V = W .

Notation. We write x∨ y in place of the supremum of {x, y} when it exists

and x ∧ y in place of the infimum of {x, y} when it exists. Similarly we write∨
S and

∧
S for supremum and infimum of the set S respectively.

Lattice and complete lattice are defined as follows.

Definition 1.2.8. [7] Let (X,≤) be a non empty partially ordered set.

1. If x ∨ y and x ∧ y exist for all x, y ∈ X, then (X,≤) is called a lattice.

2. If
∨
S and

∧
S exist for all S ⊆ X, then (X,≤) is called a complete lattice.

Remark 1.2.9. The set of natural numbers given in Example 1.2.2 is a

lattice but not a complete lattice because the set {2, 4, 6, . . .} has no supremum.

Note 1.2.10. Let (L,≤) be a lattice. For a, b ∈ L we say a is an upper

neighbour of b or a covers b if b ≤ a, a 6= b and for every c ∈ L with b ≤ c ≤ a,

either c = b or c = a.

An atom of a lattice is an element which covers the least element 0 if it exists.

A lattice is atomic if every element other than the least element can be written

as the join of atoms. An anti-atom is an element which is covered by the greatest

element 1 in the lattice. An anti-atom is also called a dual atom. A lattice is

anti-atomic( dually atomic ) if every element other than the greatest element can

be written as the meet of anti-atoms.

10



1.3. Group Theory

Definition 1.2.11. [7] A lattice (L,≤) is called a distributive lattice if

a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) for all a, b, c ∈ L. This is equivalent to saying that

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) for every a, b, c ∈ L.

Definition 1.2.12. [7] A lattice L is called modular if for any a, b, c ∈ L,

a ≤ c implies a ∨ (b ∧ c) = (a ∨ b) ∧ c.

Remark 1.2.13. [7] Every distributive lattice is modular. But not every

modular lattice is distributive.

Definition 1.2.14. [7] The lattice L is called semi-modular if for any

a, b ∈ L with a 6= b, and if a and b cover a ∧ b, then a ∨ b covers a and b.

Definition 1.2.15. [7] Two lattices L and L
′

are said to be isomorphic, if

there exists a function φ : L → L
′

such that φ is one-one, onto and φ(a ∨ b) =

φ(a) ∨ φ(b)), φ(a ∧ b) = φ(a) ∧ φ(b)) for every a, b ∈ L.

An isomorphism of a lattice onto itself is called an automorphism. A lattice

is called self dual if it is isomorphic to its dual lattice.

1.3 Group Theory

We know that a binary operation ∗ on a set S is a function from S × S into

S. More generally, for any sets A,B and C, we can view a map ∗ : A×B −→ C

as defining a multiplication of an element a ∈ A with an element c ∈ C.

Definition 1.3.1. [16] Let X be a set and (G, .) be a group. An action of

11



1.3. Group Theory

G on X is a function ∗ : G×X −→ X such that

1) ex = x for all x ∈ X.

2) (g1g2)(x) = (g1)(g2x) for all x ∈ X and for all g1, g2 ∈ X.

Under these conditions, X is called a G-set.

Definition 1.3.2. [16] A group G is transitive on a G-set X if for all

x, y ∈ X, there exists g ∈ G such that gx = y.

Definition 1.3.3. [16] Let X be a G-set, x ∈ X, g ∈ G. Then define

Xg = {x ∈ X : gx = x}, Gx = {g ∈ G : gx = x}. Here Gx is a subgroup of G

and is called the isotropy subgroup of X.

Definition 1.3.4. [16] Let X be a G-set. For x1, x2 ∈ X, let x1 ∼ x2 if and

only if there exists g ∈ G such that gx1 = x2. Then ∼ is an equivalence relation

on X. Each cell in the partition of the equivalence relation ∼ is an orbit in X

under G. If x ∈ X, the cell containing x is the orbit of x, denoted by Gx. Then

Gx = {gx : g ∈ G}.

Theorem 1.3.5. [16] Let X be a G-set and x ∈ X. Then |Gx| = (G;Gx). If

|G| is finite, then |Gx| is a divisor of |G|.

Theorem 1.3.6. Burnside’s formula: [16] Let G be a finite group and X be a

finite G-set. If r is the number of orbits of X, then r|G| = Σg∈G|Xg|.

Definition 1.3.7. [16] A permutation of a set X is a function φ : X → X

that is both one-one and onto.

12
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The function composition ◦ is a binary operation on the collection of all

permutations of a set A. This operation is called permutation multiplication.

Theorem 1.3.8. [15] The set of all permutations of a set X forms a group

under permutation multiplication, denoted by S(X).

Definition 1.3.9. [15] We write Sn to denote the group S(X) when n is a

positive integer and X = {1, 2, . . . , n}.

Definition 1.3.10. [15] A permutation group is a subgroup of the sym-

metric group S(X).

Each permutation p of a set X determines a natural partition of X into

cells with the property that x, y ∈ X are in the same cell if and only if y = pn(x)

for some n ∈ Z.

Definition 1.3.11. [16] Let p be a permutation of a set X. The equivalence

classes in X determined by the equivalence relation ∼ given by x ∼ y if and only

if y = pn(x) for some n ∈ Z are the orbits of p.

Now let us define a cycle.

Definition 1.3.12. [16] A permutation p ∈ Sn is a cycle if it has at most

one orbit containing more than one element. The length of a cycle is the number

of elements in its largest orbit.

Note that every permutation p of a finite set is a product of disjoint cycles [16].

13



1.3. Group Theory

Remark 1.3.13. [16] While permutation multiplication in general is not

commutative, it is readily seen that multiplication of disjoint cycles is commu-

tative. Since the orbits of a permutation are unique, the representation of a

permutation as a product of disjoint cycles, none of which is the identity permu-

tation, is unique up to the order of factors.

Definition 1.3.14. [16] A cycle of length 2 is a transposition.

Note that any permutation of a finite set of at least two elements is a product

of transpositions.

Definition 1.3.15. [16] A permutation of a finite set is even or odd ac-

cording to whether it can be expressed as a product of an even number of trans-

positions or the product of an odd number of transpositions, respectively.

Definition 1.3.16. [6] Let G be any group. If x, g ∈ G, the element g−1xg

is known as the conjugate of x by g and the set {g−1xg : g ∈ G} is called the

conjugacy class of x in G.

Theorem 1.3.17. [16] A subgroup H is the conjugate of a subgroup K of a

group G if there exists an element g ∈ G such that gHg−1 = K.

Theorem 1.3.18. [6] Let X be an infinite set. If α = |X|, the cardinality of

X, then |S(X)| = 2α.

14



1.4. Čech Closure Spaces

1.4 Čech Closure Spaces

Let X be a set and P (X) denotes the power set of X.

Definition 1.4.1. [11] A Čech closure operator on a set X is a function

V : P (X)→ P (X) satisfying V (∅) = ∅, A ⊆ V (A) and V (A∪B) = V (A)∪V (B)

for every A, B ∈ P (X). For convenience, we call V a closure operator on X and

the pair (X, V ) a closure space.

A subset A of a closure space (X, V ) is said to be closed if V (A) = A, and is

said to be open if its complement is closed. The collection of all open sets in a

closure space (X, V ) is a topology on X, called the topology associated with V .

A closure operator V is said to be topological if and only if V (V (A)) = V (A) for

every A ⊆ X.

Examples 1.4.2. [11]

1. Let (X,≤) be a well ordered set. For each A ⊆ X, let V (A) be the subset

of X consisting of all points of A and the successors of all x ∈ A. The

relation A→ V (A) is a closure operator on X. If X contains at least three

elements, then V is not a topological closure operator.

2. Let I : P (X)→ P (X) be given by

I(A) =


∅ ; if A = ∅,

X ; otherwise.

15



1.4. Čech Closure Spaces

Then I is a closure operator on X. This closure operator is the topological

closure operator associated with the indiscrete topology on X and is called

the indiscrete closure operator.

3. The closure operator D on X given by D(A) = A for all A ∈ P (X), is the

topological closure operator associated with the discrete topology on X,

called the discrete closure operator.

Definition 1.4.3. [11] Let (X, V ) be a closure space. A subset A of X is

said to be dense if V (A) = X.

Definition 1.4.4. [11] Let (X, V ) be a closure space. Then interior oper-

ation is a function intv : P (X) → P (X) such that intv(A) = X − V (X − A).

Thus intvA is called the interior of A in (X, V ).

Theorem 1.4.5. [11] In a closure space (X, V ), we have the following:

1. intvX = X.

2. For each A ⊆ X. intvA ⊆ A.

3. For each A,B ⊆ X, intv(A ∩B) = intvA ∩ intvB.

Theorem 1.4.6. [11] A subset A of X is open if and only if intA = A.

Definition 1.4.7. [11] A neighbourhood of a subset A of a space (X, V )

is any subset U of X containing A in its interior. Thus U is a neighbourhood of

A if and only if A ⊆ intU . By a neighbourhood of a point x of X we mean a

neighbourhood of the singleton set {x}.

16
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Remark 1.4.8. [11] Let U be the neighbourhood system of a subset A of a

closure space (X, V ). Then U is a filter on X, the intersection of which contains

A that is every element of U contains A, U is closed under finite intersections

and if A ∈ U and A ⊆ B, then B ∈ U .

Definition 1.4.9. [11] Let U be the neighbourhood system of a subset A

of a closure space (X, V ). Then U is a filter on X. The base or sub-base of this

filter is called, respectively a base or a sub-base of the neighbourhood system of

A in X. The terms a local base at x and a local sub-base at x is used instead of

a base and a sub-base of the neighbourhood system of the point x.

Theorem 1.4.10. [11] Let U and V be two closure operators on a set X such

that U ≤ V . Then every U neighbourhood of A ⊆ X is a V neighbourhood of A.

For any set X the non empty collection S of subsets of X forms a stack if

∅ /∈ S and A ∈ S , B ⊃ A implies that B ∈ S [38].

Definition 1.4.11. [11] A closure space (X, V ) is said to be first countable

at a point x if there exists a countable local base at x and is said to be first

countable if it is first countable at each point x ∈ X.

Let V1, V2 be two closure operators on set X. Then V1 is said to be coarser

than V2 if V2(A) ⊆ V1(A) for every A ∈ P (X) and is denoted by V1 ≤ V2 [11].

This relation in the set of all closure operators on X is a partial order. The

set of all closure operators on X forms a lattice under this partial order and is

denoted by L(X) [11]. Also the meet of two closure operators V1 and V2 is given

17
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by V1 ∧ V2(A) = V1(A) ∪ V2(A) for each A ⊆ X [11]. The least element of this

lattice is the indiscrete closure operator I and the greatest element is the discrete

closure operator D [11].

Let {Va; a ∈ A } where A is some indexing set, be a non empty collection of

closure operators on L(X). A closure operator V which is the infimum of {Va}

in L(X) is given by V (A) = ∪
a∈A

Va(A) for A ∈ P (X) [11]. If U is the supremum

of a non empty collection {Va} in L(X) and A ∈ P (X), then x ∈ U(A) if and

only if for each finite cover {A1, A2, . . . , An} of A, there exists an Ai such that

x ∈ Va(Ai) for each a ∈ A [11].

Ramachandran P. T. determined atoms and dual atoms in the lattice of closure

operators [32].

Definition 1.4.12. [32] Let a, b ∈ X, a 6= b. Define Va,b : P (X) → P (X)

as

Va,b(S) =


∅ ; if S = ∅,

X − {b} ; if S = {a},

X ; otherwise.

Then Va,b is a closure operator on X.

Atoms in L(X) are closure operators of the form Va,b, a, b ∈ X, a 6= b [32].

Dual atoms in L(X) are closure operators associated with the ultra topologies

in the lattice of topologies [32]. Let P (X −{a})∪U is an ultra topology on X.

Define V : P (X) → P (X) as V (A) =

 A ; if x ∈ A or X − A ∈ U

A ∪ {x} ; otherwise.

Then V is called an ultra closure operator on X.
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1.4. Čech Closure Spaces

Definition 1.4.13. [24, 26] Let X be a set and α be an infinite cardinal

number such that |X| > α. Define Cα : P (X)→ P (X) as

Cα(A) =


A ; if |A| < α,

X ; otherwise.

Then Cα is a closure operator on X and is the closure operator associated with

the topology {A ⊆ X : |X − A| < α} ∪ {∅}.

Definition 1.4.14. [11] A semi-pseudometric for a set X is a function

d : X ×X → R which fulfills the conditions:

1 . For each x ∈ X, d(x, x) = 0,

2 . For all x, y ∈ X, d(x, y) = d(y, x) ≥ 0.

Definition 1.4.15. [11] Let d be a semi-pseudometric for a set X. The

relation V (A) = {x ∈ X : dist(x,A) = 0}, A ⊆ X is called the closure induced

by d. A closure operation V is said to be semi-pseudometrizable if V is induced

by a semi-pseudometric.

Now let us look at the separation axioms in closure spaces.

Definition 1.4.16. [11] A closure space (X, V ) is said to be T0 if x ∈

V ({y}), y ∈ V ({x}) implies that x = y, and is said to be T1 if every singleton

subset of X is closed in X. Two subsets S1 and S2 of X are said to be separated

if there exists neighbourhoods U1 of S1 and U2 of S2 such that U1 ∩ U2 = ∅. A
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closure space (X, V ) is said to be separated if any two distinct points of X are

separated.

Definition 1.4.17. [11] A closure space (X, V ) is said to be regular if

for each point x ∈ X and a subset S of X, such that x /∈ V (S), there exists

neighbourhoods U1 of x and U2 of S such that U1 ∩ U2 = ∅.

Definition 1.4.18. [11] A subset S of a closure space (X, V ) is said to

be connected if S is not the union of two non empty semi separated subsets of

(X, V ). That is S = S1 ∪S2, (V (S)∪S2)∪ (S1 ∩ V (S2)) = ∅ implies that S1 = ∅

or S2 = ∅.

Definition 1.4.19. [11] A closure space (X, V ) is said to be separable if it

has a countable dense subset.

Definition 1.4.20. [24, 26] Let U and V be two closure operators on X

such that U < V . Then V is called an upper neighbour of U if for any closure

operator W on X such that U ≤ W ≤ V , then either W = U or W = V . Then

U and V are said to be adjacent.

Next we look at the definition of closure isomorphism from a closure space

(X, V ).

Definition 1.4.21. [33] A closure isomorphism from a closure space (X, V )

to another closure space (Y, V ′) is a bijection f : X −→ Y such that f(V (A)) =

V ′(f(A)) for all A ∈ P (X).
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Remark 1.4.22. If (X, V ) is a closure space, then the set CI(X, V ) of all

closure isomorphisms from (X, V ) onto itself is a group and is called the group

of closure isomorphisms of (X, V ). Note that CI(X, V ) ≤ S(X).
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Chapter 2
Adjacency in the Lattice of

Closure Operators

2.1 Introduction

In this chapter we study upper neighbours and lower neighbours of closure

operators. We have the lattice of Čech closure operators on a set X is dually

atomic and distributive. Hence every element of L(X) other than the Indiscrete

closure operator has a lower neighbour [19]. When X is a finite set, every element

in L(X) other than D has an upper neighbour. Our aim is to investigate the

existence of upper neighbours in L(X). We mainly concentrate on T1 closure op-

erators on an infinite set X. Here we study some properties of upper neighbours

of closure operators too.
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2.2. Adjacent Closure Operators

2.2 Adjacent Closure Operators

Here we make a platform for proving the non existence of upper neighbours of

a first countable T1 closure operator. In this section we generalize the definition of

closure operators of the form VA,x and seek the existence of their upper neighbour.

Recall the definition of upper neighbour of a closure operator.

Definition 2.2.1. [24, 26] Let U and V be two closure operators on a set

X such that U < V . Then V is said to be an upper neighbour of U if for closure

operator W on X such that U ≤ W ≤ V , either W = U or W = V .

Remark 2.2.2. If V is an upper neighbour of U , then U is called a lower

neighbour of V . In this case, U and V are said to be adjacent.

Examples 2.2.3. (a) Closure operators of the form Va,b and the indiscrete

closure operator I are adjacent.

(b) The discrete closure operator D and ultra closure operators are adjacent.

(c) Let X = {a1, a2, a3}. Define U : P (X) → P (X) as U(∅) = ∅, U({a1}) =

{a1, a2}, U({a2}) = {a2}, U({a3}) = {a3, a1} and U(A) = ∪
ai∈A

U({ai})

where A ⊆ X. Then U is a closure operator on X. Define V : P (X) →

P (X) as V (∅) = ∅, V ({a1}) = {a1}, V ({a2}) = {a2}, V ({a3}) = {a3, a1}

and V (A) = ∪
ai∈A

V ({ai}), A ⊆ X. Then V is a closure operator on X and

V is an upper neighbour of U .

(d) Let X be an infinite set and let A ⊆ X such that |A| ≥ 2. Define V :
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P (X)→ P (X) as

V (S) =


∅ ; S = ∅,

A ; if S ⊆ A, S 6= ∅,

X ; otherwise.

Then V is a topological closure operator on X.

Let a, b ∈ A. Define V ′ : P (X)→ P (X) as

V ′(S) =



∅ ; S = ∅,

A \ {a} ; if S = {b},

A ; if S ⊆ A, S 6= ∅ and S 6= {b},

X ; otherwise.

Then V ′(S) ⊆ V (S) for every S ⊆ X. Also V < V ′ since, V ′({b}) =

A \ {a} ⊂ V ({b}) = A. Moreover V ′(V ′({b})) = V ′(A \ {a}) = A 6= V ′(A).

Hence V ′ is not a topological closure operator. Suppose W is a closure

operator on X such that V ≤ W ≤ V ′. Then V ′({b}) ⊆ W ({b}) ⊆ V ({b}).

Thus A \ {a} ⊆ W (A) ⊆ A. If W 6= V , then W = V ′ and if W 6= V ′, then

W = V . That is V ′ is an upper neighbour of V .

(e) Let X be any set and fix some nonempty A ⊆ X such that |A| ≥ 2 and

some x /∈ A. Define UA,x : P (X)→ P (X) such that
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UA,x(S) =


∅ ; if S = ∅,

A ∪ {x} ; if S ⊆ A, S 6= ∅,

X ; otherwise.

Then UA,x is a closure operator on X. Now UA,x(UA,x(A)) = UA,x(A ∪

{x}) = X 6= UA,x(A). Thus UA,x is not a topological closure operator.

Now let us find an upper neighbour for UA,x. Let a ∈ A. Then define

U : P (X)→ P (X) as

U(S) =



∅ ; if S = ∅,

A ; if S = {a},

A ∪ {x} ; if S ⊆ A, S 6= ∅ and S 6= {a},

X ; otherwise.

U is not a topological closure operator on X. Also U is an upper neighbour

of UA,x. The following closure operator is a topological upper neighbour of

UA,x,

V (S) =


∅ ; S = ∅,

A ; if S ⊆ A, S 6= ∅,

X ; otherwise.

Ramachandran P. T. introduced closure operators of the form VA,x ∈ [C0, D]

where A is an infinite subset of X such that x /∈ A. Kunheenkutty M. studied

adjacency of VA,x and proved that VA,x has no upper neighbour in L(X) [24].

Definition 2.2.4. [35] Let x ∈ X. Suppose A is an infinite subset of X
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not containing x. Define VA,x : P (X)→ P (X) as

VA,x(S) =


S ; if S is finite,

X \ {x} ; if S is infinite, S \ A finite and x /∈ S,

X ; otherwise.

Then VA,x is a closure operator on X and C0 < VA,x.

Lemma 2.2.5. [24] Let A ⊆ X such that x /∈ A. Then VA,x ≤ V if and only if

x /∈ V (A).

Theorem 2.2.6. [24,26] Let A be an infinite subset of X and x ∈ X \A. Then

VA,x has no upper neighbour in L(X).

Theorem 2.2.7. Suppose A and B are two infinite subsets of X such that x /∈

A ∪B and A ∩B is an infinite set. Then VA,x ∧ VB,x = VA∩B,x.

Proof. Suppose x /∈ VA,x ∧ VB,x(S). Then x /∈ VA,x(S) and x /∈ VB,x(S). This

implies that S \ A and S \ B are finite. This implies that (S \ A) ∪ (S \ B)

is finite. That is S \ (A ∩ B) is finite and therefore x /∈ VA∩B,x(S). Hence

VA∩B,x(S) ⊆ VA,x ∧ VB,x(S). That means VA,x ∧ VB,x ≤ VA∩B,x. In order to

prove the reverse inclusion, it is enough to prove that x /∈ VA,x ∧ VB,x(A∩B) by

Lemma 2.2.5. We have VA,x ∧ VB,x(A ∩ B) = VA,x(A ∩ B) ∪ VB,x(A ∩ B). Since

VA,x(A ∩ B) ⊆ VA,x(A) = X \ {x}, x /∈ VA,x(A ∩ B) . Similarly VB,x(A ∩ B) ⊆

VB,x(B) = X \ {x}. Then x /∈ VB,x(A∩B). Hence x /∈ VA,x ∧ VB,x(A∩B). Thus

VA,x ∧ VB,x = VA∩B,x.
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Remark 2.2.8. We can generalize the Theorem 2.2.7 for a finite collection

of subsets A1, A2, . . . , An not containing x such that A1∩A2∩ . . .∩An is infinite.

Theorem 2.2.9. If A1, A2, . . . , An is a finite collection of infinite subsets of X

such that x /∈ Ai for any i ∈ {1, 2, . . . , n}, then

VA1,x

∨
VA2,x

∨
. . .

∨
VAn,x = VA1∪A2∪...∪An,x .

Proof. Suppose x /∈ VAi,x(S). This implies that S \ Ai is finite. We have S \

(A1 ∪ A2 ∪ . . . ∪ An) ⊆ S \ Ai for each i. Therefore S \ Ai is finite implies

that S \ (A1 ∪ A2 ∪ . . . ∪ An) is finite. That is x /∈ VA1∪A2∪...∪An,x(S). Hence

VAi,x ≤ VA1∪A2∪...∪An,x for i = 1, 2, . . . , n. Hence VA1,x

∨
VA2,x

∨
. . .

∨
VAn,x ≤

VA1∪A2∪...∪An,x. To prove VA1∪A2∪...∪An,x ≤ VA1,x

∨
VA2,x

∨
. . .

∨
VAn,x, it is enough

to prove that x /∈ VA1,x

∨
VA2,x

∨
. . .

∨
VAn,x(A1∪A2∪ . . .∪An) by Lemma 2.2.5.

We have x /∈ V (Ai, x)(Ai) for i = 1, 2, . . . , n. Therefore we get

x /∈ VA1,x

∨
VA2,x

∨
. . .

∨
VAn,x(A1 ∪ A2 ∪ . . . ∪ An).

Hence VA1∪A2∪...∪An,x ≤ VA1,x

∨
VA2,x

∨
. . .

∨
VAn,x.

Remark 2.2.10. Theorem 2.2.9 is not true for an infinite collection of

subsets of X. For example, let X = Z and Ak k = 1, 2, . . . denotes the set of all

integers n not equal to 1 and 2k does not divide n. Then 1 ∈
∞∨
k=1

VAk,1(A2 ∪ 8Z),

but 1 /∈ V ∞
∪
k=1

Ak,1
(A2 ∪ 8Z). Hence

∞∨
k=1

VAk,1 6= V ∞
∪
k=1

Ak,1
.

Now we generalize Definition 2.2.4 for an infinite collection of infinite subsets

of X as VA1,A2,...,x and prove that VA1,A2,...,x has no upper neighbour in L(X).
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Definition 2.2.11. Let A1, A2, . . . be infinite subsets of X such that A1 ⊆

A2 ⊆ . . . and x /∈ Ai for any positive integer i, then define

VA1,A2,...,x(S) =



S ; if S is finite,

X \ {x} ; if S is infinite, x /∈ S and S \ Ai finite for

some positive integer i,

X ; otherwise.

Then VA1,A2,...,x is a closure operator on X such that C0 < VA1,A2,...,x.

Remark 2.2.12. 1. If x /∈ VAi,x(S), then S \ Ai is finite. Therefore

x /∈ VA1,A2,...,x(S). Thus VAi,x ≤ VA1,A2,...,x for each i = 1, 2, . . ..

2. Suppose A1, A2, . . . be a disjoint collection of infinite subsets of X such

that x /∈ ∪
i∈I
Ai. Then VA1,A2,...,x(A1) = X \ {x}, VA1,A2,...,x(A2) = X \ {x}.

But VA1,A2,...,x(A1 ∪ A2) = X 6= VA1,A2,...,x(A1) ∪ VA1,A2,...,x(A2). Hence in

this case VA1,A2,...,x is not a closure operator on X. Therefore the condition

that A1 ⊆ A2 ⊆ . . . cannot be dropped from the Definition 2.2.

Let us look at when VA1,A2,...,x becomes topological.

Theorem 2.2.13. Let A1, A2, . . . be a monotonically increasing sequence of

infinite subsets of X and x /∈ Ai for any positive integer i. Then a closure

operator VA1,A2,...,x is topological if and only if X \ Ai is finite for some positive

integer i.
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Proof. Suppose that VA1,A2,...,x is a topological closure operator. Then for every

positive integer j, we have VA1,A2,...,x(VA1,A2,...,x(Aj)) = VA1,A2,...,x(Aj). This

implies that VA1,A2,...,x(X \{x}) = X \{x}. Thus X \Ai is finite for some positive

integer i.

Now suppose that VA1,A2,...,x is not topological. Then there exists an infinite

subset S ofX such that VA1,A2,...,x(VA1,A2,...,x(S)) = X but VA1,A2,...,x(S) = X\{x}.

Then X \ Ai is infinite for every i. Hence if X \ Ai is finite for some positive

integer i, then VA1,A2,...,x is topological.

Remark 2.2.14. When X \ Ai finite for some i, then

VA1,A2,...,x(VA1,A2,...,x(X \ {x})) = X \ {x}. That is {x} is an open set. Therefore

if VA1,A2,...,x is topological, then the topology associated with VA1,A2,...,x is given

by the topology generated by C0 ∪ {x} where C0 is the co-finite topology on X.

Theorem 2.2.15. Let A1, A2, . . . be a monotonically increasing sequence of

infinite subsets of X and x /∈ Ai for any positive integer i. Then VA1,A2,...,x =

∞∨
i=1

VAi, x.

Proof. If S is finite, then we have VA1,A2,...,x(S) = S =
∞∨
i=1

VAi, x(S). Now suppose

that S is an infinite subset of X and x /∈ VAi,x(S). Then S \ Ai is finite and

x /∈ VA1,A2,...,x(S). Hence VA1,A2,...,x(S) ⊆ VAi, x(S). That is VAi,x ≤ VA1,A2,...,x.

Then
∞∨
i=1

VAi, x ≤ VA1,A2,...,x.

Conversely suppose that x ∈
∞∨
i=1

VAi, x(S), x /∈ S. Then for every finite cover

{S1, S2, . . . Sn} of S, there exists Si such that x ∈ VAj ,x(Si) for j = 1, 2, . . ..
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Then Si \ Aj is infinite for j = 1, 2, . . .. Thus S \ Aj is infinite for j = 1, 2, . . ..

Hence x ∈ VA1,A2,...,x(S). It follows that
∞∨
i=1

VAi, x(S) ⊆ VA1,A2,...,x(S). Hence we

get VA1,A2,...,x ≤
∞∨
i=1

VAi, x.

Lemma 2.2.16. Let V be a closure operator on X such that C0 < V . Then

VA1,A2,...,x ≤ V if and only if x /∈ V (Ai) for any positive integer i.

Proof. If VA1,A2,...,x ≤ V , then V (Ai) ⊆ VA1,A2,...,x(Ai) = X\{x} for every positive

integer i. Thus x /∈ V (Ai) for any positive integer i. Conversely suppose that

x /∈ V (Ai) for any positive integer i. If x /∈ V (Ai) then VAi,x ≤ V by Lemma

2.2.5. That is VAi,x ≤ V for i = 1, 2, . . .. Hence VA1,A2,...,x ≤ V by Theorem

2.2.15.

Lemma 2.2.17. If Ai∆Bj is finite for every i, j, then VA1,A2,...,x = VB1,B2,...,x.

Proof. Suppose Ai∆Bj is finite for every i, j. Then x /∈ VA1,A2,...,x(S) ⇒ S \ Ai

is finite for some i. That is if and if S \ Bj is finite for some j. That is if and

only if x /∈ VB1,B2,...,x(S).

Remark 2.2.18. Let X be a set and x ∈ X. Suppose that A1, A2, . . . and

B1, B2, . . . are monotonically increasing sequences of infinite subsets of X such

that x /∈ Ai and x /∈ Bi for any positive integer i.

1. VA1,A2,...,x ≤ VB1,B2,...,x implies that x /∈ VB1,B2,...,x(Ai) for every positive

integer i. That is VA1,A2,...,x ≤ VB1,B2,...,x implies that for every Ai there

exists a Bj such that Ai \ Bj is finite. Similarly VB1,B2,...,x ≤ VA1,A2,...,x
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implies that for every Bk there exists Al such that Bk \ Al is finite. Thus

VA1,A2,...,x = VB1,B2,...,x implies that for every Ai, there exists a Bj and

for every Bj there exists Ak such that Ai \ Bj and Bj \ Ak are finite for

i, j, k = 1, 2, . . ..

Theorem 2.2.19. Let X be any set and A1, A2, . . . be infinite subsets of X

such that A1 ⊆ A2 ⊆ . . . and x /∈ Ai for any positive integer i. Let B be

any subset of X such that B∆Ai is infinite for every positive integer i. Then

VA1,A2,...,x

∨
VB,x = VA1∪B,A2∪B,...,x.

Proof. Let x /∈ [VA1,A2,...,x

∨
VB,x](S). Then by the definition of join of closure

operators, either x /∈ VA1,A2,...,x(S) or x /∈ VB,x(S). But

x /∈ VA1,A2,...,x(S) or x /∈ VB,x(S)⇒ (S \ Ai) is finite for some i = 1, 2, . . . or

(S \B) is finite.

⇒ (S \ Ai) ∩ (S \B) is finite for some

i = 1, 2, . . .

⇒ S \ (Ai ∪B) is finite for some i = 1, 2, . . .

⇒ x /∈ VA1∪B,A2∪B,...,x(S).

This implies that VA1∪B,A2∪B,...,x(S) ⊆ [VA1,A2,...,x

∨
VB,x](S) for S ⊆ X.

Hence [VA1,A2,...,x

∨
VB,x] ≤ VA1∪B,A2∪B,...,x.

In order to prove the reverse inclusion it is enough to prove that

31



2.2. Adjacent Closure Operators

x /∈ (VA1,A2,...,x

∨
VB,x)(Ai ∪ B) for any i. We have x /∈ VA1,...,x(Ai) for any

positive integer i and x /∈ VB,x(B). Thus x /∈ (VA1,A2,...,x

∨
VB,x)(Ai) and x /∈

(VA1,A2,...,x

∨
VB,x)(B).

That is x /∈ (VA1,A2,...,x

∨
VB,x)(Ai ∪B) for i = 1, 2, . . .. Hence by Lemma 2.2.16,

we have VA1∪B,A2∪B,...,x ≤ [VA1,A2,...,x

∨
VB,x]. Therefore [VA1,A2,...,x

∨
VB,x] =

VA1∪B,A2∪B,...,x.

Theorem 2.2.20. Let X be any set and A1, A2, . . . be infinite subsets of X such

that A1 ⊆ A2 ⊆ . . . and x /∈ Ai for any positive integer i. Let B be any subset of

X such that B∆Ai is infinite for every positive integer i and Ai ∩ B is infinite

for every i. Then VA1,A2,...,x ∧ VB,x = VA1∩B,A2∩B,...,x.

Proof. Let x /∈ [VA1,A2,...,x ∧ VB,x](S). Then x /∈ VA1,A2,...,x(S) ∪ VB,x(S) . Then

either x /∈ VA1,A2,...,x(S) and x /∈ VB,x(S). But

x /∈ VA1,A2,...,x(S) and x /∈ VB,x(S)⇒ (S \ Ai) is finite for some i = 1, 2, . . . and

(S \B) is finite.

⇒ (S \ Ai) ∪ (S \B) is finite for some

i = 1, 2, . . .

⇒ S \ (Ai ∩B) is finite for some i = 1, 2, . . .

⇒ x /∈ VA1∩B,A2∩B,...,x(S).

This implies that VA1∩B,A2∩B,...,x(S) ⊆ [VA1,A2,...,x ∧ VB,x](S) for S ⊆ X.

Hence [VA1,A2,...,x ∧ VB,x] ≤ VA1∩B,A2∩B,...,x.
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In order to prove that VA1∩B,A2∩B,...,x ≤ VA1,A2,...,x∧VB,x, it is enough to prove

that x /∈ (VA1,A2,...,x ∧ VB,x)(Ai ∩ B) for each i. We have (VA1,A2,...,x ∧ VB,x)(Ai ∩

B) = VA1,A2,...,x(Ai ∩ B)
⋃
VB,x(Ai ∩ B). As Ai ∩ B ⊆ Ai for each i, clearly

VA1,...,x(Ai ∩ B) ⊆ VA1,...,x(Ai). Since x /∈ VA1,...,x(Ai) for any positive integer

i, x /∈ (VA1,A2,...,x(Ai ∩ B). Similarly Ai ∩ B ⊆ B implies that VB,x(Ai ∩ B) ⊆

VB,x(B). Since x /∈ VB,x(B), we have x /∈ VB,x(Ai ∩ B). Thus we get x /∈

VA1,A2,...,x(Ai∩B)
⋃
VB,x(Ai∩B). This implies that x /∈ (VA1,A2,...,x∧VB,x)(Ai∩B)

for any positive integer i. Therefore by Lemma 2.2.16, we have VA1∩B,A2∩B,...,x ≤

[VA1,A2,...,x ∧ VB,x]. Hence [VA1,A2,...,x ∧ VB,x] = VA1∩B,A2∩B,...,x.

We conclude this section by proving that VA1,A2,...,x has no upper neighbour

in the lattice of closure operators.

Theorem 2.2.21. Let A1, A2, . . . be infinite subsets of X such that A1 ⊆ A2 ⊆

. . .. Suppose x /∈ Ai for any positive integer i and Ai+1 \ Ai is infinite for every

positive integer i. Then a closure operator of the form VA1,A2,...,x has no upper

neighbour in L(X).

Proof. Let A1, A2, . . . be infinite subsets of X such that x /∈ Ai for any positive

integer i. So VA1,x ≤ VA1,A2,...,x. Suppose that VA1,A2,...,x has an upper neighbour

V in L(X). For a finite set S, VA1,A2,...,x(S) = V (S). Since V 6= VA1,A2,...,x, there

exists an infinite subset A of X such that V (A) = X \{x} but VA1,A2,...,x(A) = X.

Thus A \ Ai is infinite for every i. We can choose a countable infinite subset Bi

of the infinite sets A\Ai for each positive integer i. Let Bi = {ai1, ai2, . . .}. Now
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consider a subset

Ci = {ain : n is an even positive integer}. Then C1 ⊇ C2 ⊇ C3 ⊇ . . .

Let V ′ = VCc1\{x},Cc2\{x},...,x. Then V ′(C1) = X, but V (C1) ⊆ V (A) = X \ {x}

and V ′(Cc
1 \ {x}) = X \ {x}, but VA1,A2,...,x(C

c
1 \ {x}) = X.

Note that

Ci ⊆ A \ Ai ⇒ X \ (A ∩ Aci) ⊆ X \ Ci ⇒ Ai ⊆ Cc
i , for i = 1, 2, . . . .

Since Ai ⊆ Cc
i \ {x}, for i = 1, 2, . . . , S \ (Cc

i \ {x}) ⊆ S \Ai for i = 1, 2, . . . .

Thus we have the following implications.

x /∈ VA1,A2,...,x(S)⇒(S \ Ai) is finite for some i.

⇒S \ (Cc
i \ {x}) is finite for some i.

⇒x /∈ V ′(S).

Hence V
′
(S) ⊆ VA1,A2,...,x(S) for S ⊆ X. That is VA1,A2,...,x ≤ V

′
.

Also VBc1\{x},Bc2\{x},...x ≤ V ′ and VA1,A2,...,x ≤ VBc1\{x},Bc2\{x},...x. That is VA1,A2,...,x ≤

VBc1\{x},Bc2\{x},...x ≤ V ′. Note that V ′(C1) = X but V (C1) = X \ {x}. Let

x /∈ VA1,A2,...,x(S). Then S \ Ai is finite for some i. Choose sufficiently large j

such that i ≤ j. Then S \ (Aj) is finite. Consider the closure operator V ′∧VAj ,x.

Then VA1,A2,...,x ≤ V ′ ∧ VAj ,x ≤ V . This completes the proof of the theorem.
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2.3 On First Countable T1 Closure Operators

In this section we characterize upper neighbours of T1 closure operators and

prove that a first countable T1 closure operator has no upper neighbour in L(X).

First of all we decompose a T1 closure operator by defining closure operators of

the form V x for each x ∈ X.

Definition 2.3.1. Let V be a T1 closure operator on a set X. Let x ∈ X.

Define V x on P (X) by

V x(A) =


A ; if A is finite,

X \ {x} ; if A is infinite, x /∈ V (A),

X ; otherwise.

Then V x is a closure operator on X.

Remark 2.3.2. We have x /∈ V x(A)⇒ x /∈ V (A). Hence V x ≤ V for each

x ∈ A.

Lemma 2.3.3. Let V be a T1 closure operator on a set X. Then V =
∨
x∈X

V x.

Proof. Let V
′

=
∨
x∈X

V x. We have by definition of V x, V (A) ⊆ V x(A) for every

subset A of X. Then V x ≤ V . Hence V
′ ≤ V .

Now we have to prove that V ≤ V
′
. Suppose not. Then there exists an

infinite subset A of X such that V
′
(A) * V (A). Thus there exists y ∈ V

′
(A)

such that y /∈ V (A). Since y /∈ V (A), V y(A) = X \ {y}. Now y ∈ V
′
(A)
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implies that for every finite cover {A1, A2, . . . , An} of A, there exists Ai such

that y ∈ V x(Ai) for every x ∈ X. In particular for the cover {A}, y ∈ V y(A).

Hence V y(A) = X. This is a contradiction to the fact that V y(A) = X \ {y}.

Hence V ≤ V
′
.

Next is a characterization theorem for upper neighbours of T1 closure opera-

tors.

Theorem 2.3.4. A T1 closure operator V on a set X has an upper neighbour

on L(X) if and only there exists an x ∈ X such that V x has an upper neighbour.

Proof. Suppose V has an upper neighbour W on L(X). Then V < W . Then

there exists some S ⊆ X such that W (S) ⊂ V (S). Thus we can find x ∈ X such

that x /∈ W (S) but x ∈ V (S). We have W =
∨
x∈X

W x by Lemma 2.3.3. We have

the following sequence of implications for an infinite subset A:

x ∈ W x(A)⇒ x ∈ W (A)⇒ x ∈ V (A)⇒ V x(A) = X ⇒ x ∈ V x(A).

Thus W x(A) ⊆ V x(A) and hence V x ≤ W x. Also x /∈ W (S)⇒ x /∈ W x(S). But

x ∈ V (S) ⇒ x ∈ V x(S). Hence V x < W x. Now let U be a closure operator on

X such that V x ≤ U ≤ W x. Then

V =

∨
y∈X
y 6=x

V y

∨
V x ≤

∨
y∈X
y 6=x

V y

∨
U ≤

∨
y∈X
y 6=x

V y

∨
W x ≤ W.
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Since W is an upper neighbour of V , either V x = U or U = W x. Thus W x is an

upper neighbour of V x.

Conversely assume that W is an upper neighbour of V x for some x ∈ X.

Consider U =
∨

y∈X\{x}
V y

∨
W . We have V =

∨
x∈X

V x and W =
∨
x∈X

W x by Lemma

2.3.3. Since V x < W , V < U . Suppose that there exists a closure operator

U
′

on X such that V ≤ U
′ ≤ U . Then x /∈ V x(S) ⇒ x /∈ V (S) ⇒ x /∈

U
′
(S) ⇒ x /∈ U ′x(S). Thus V x ≤ U

′x. Similarly we can see that U
′x ≤ U . Also

x /∈ U(S)⇔ x /∈
∨

y∈X\{x}
V y(S) or x /∈ W (S). Since V y(S) = X \ {y} and y 6= x,

we have x ∈
∨

y∈X\{x}
V y(S). Therefore x /∈ W (S). Hence U

′x = W .

Theorem 2.3.5. Let V be a first countable T1 closure operator on a set X. Then

V has no upper neighbour in L(X).

Proof. Let V be a first countable T1 closure operator on X. Then V =
∨
x∈X

V x,

by Lemma 2.3.3. Let x ∈ X. Suppose L = {A1, A2, . . .} denotes a countable

local base at x. Let A
′
1 = A1, A

′
2 = A1 ∩ A2, A

′
3 = A1 ∩ A2 ∩ A3, . . .. Thus

A
′
1 ⊇ A

′
2 ⊇ A

′
3 ⊇ . . .. That is L

′
= {A′1, A

′
2, . . .} is a monotonically decreasing

countable local base at x.

Take B1 = A
′
1. Let B2 be the first A

′
i, i > 1 such that A

′
1 \ A

′
i is infinite.

Now choose B3 as first A
′
j, j > i such that B2 \ A

′
j is infinite. Continuing this

process we arrive at one of the two cases.

Case 1: Above process terminates after a finite stage. That is there exists a

positive integer k such that A
′

k \ A
′

k+j is finite for j = 1, 2, . . ..
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Observe that x /∈ V (X \ A′m), hence x /∈ V x(X \ A′m). It follows that

from Lemma 2.2.5 that VX\A′m,x ≤ V x. Suppose that V x � VX\A′m,x. Then

there exists an infinite subset M ⊆ X such that VX\A′m,x(M) + V x(M). Thus

VX\A′m,x(M) = X and V x(M) = X \ {x}. From the definition of VX\A′m,x, it

follows that M \ (X \ A′m) = M ∩ A′m is infinite. Since x /∈ V x(M), we obtain

x /∈ V (M), hence X \ M is a neighbourhood of x. There exists l > m such

that A′l ⊆ X \ M . Then A′l ⊆ A′m and M ∩ A′m = M ∩ A′l ∪ (A′m) \ A′l ⊆

(M ∩ A′l) ∪ (A′m \ A′l) = A′m \ A′l, a contradiction, since M ∩ A′m is infinite and

A′m \A′l is finite. Since Bk \A′m is infinite and Bk \A′m ⊆ X \A′m, we have X \A′m

is infinite. Thus V x = VX\A′m,x. So V x has no upper neighbour in L(X).

Case 2: Above process can be continued and we get an infinite collection

{B1, B2, . . .} of subsets of X such that Bi \Bi+1 is infinite for i = 1, 2, . . ..

In this case we prove that V x = VBc1, Bc2,...,x. We have A
′
i ∈ L

′
. Since L

′
is a

local base at x, x /∈ V (X \ A′i) for i = 1, 2, . . .. When S is a finite subset of X,

then V x(S) = S = VBc1, Bc2,...,x(S).

Now suppose A is an infinite subset of X. If x /∈ V x(A) then x /∈ V (A) by

the definition of V x. Then X \A is a neighbourhood of x in (X, V ). Hence there

exists a A
′
m ∈ L

′
such that A

′
m ⊆ X \ A, for some positive integer m. That is

A ⊆ X \A′m. We can choose Bk from the infinite collection {B1, B2, . . .} so that

Bk ⊆ A
′
m. Then A ⊆ X \ A′m ⊆ X \ Bk. Thus A ⊆ Bc

k, for the positive integer

k. Thus A \ Bc
k = φ. So VBc1, Bc2,...,x(A) = X \ {x} by definition. In other words

x /∈ VBc1, Bc2,...,x(A). So VBc1, Bc2,...,x(A) ⊆ V x(A) for every infinite subset A of X.
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Hence V x ≤ VBc1, Bc2,...,x.

Next we have to prove that VBc1, Bc2,...,x ≤ V x. We have VBc1, Bc2,...,x ≤ V x if

and only if x /∈ V x(Bc
i ) for i = 1, 2, . . ., by Lemma 2.2.16. If x ∈ V x(Bc

i ) for

some i, then x ∈ V (Bc
i ). Thus x ∈ V (X \ A′j) for some positive integer j. This

is a contradiction since A
′
j is a neighbourhood of x with respect to V . Hence

VBc1,Bc2,...,x = V x.

By Theorem 2.2.21, VBc1, Bc2,...,x has no upper neighbour and therefore V x has

no upper neighbour. In either case, V x has no upper neighbour. Now V is first

countable at each x ∈ X. Hence by Theorem 2.2.6 and 2.2.21, we have V x has

no upper neighbour in L(X) for any x ∈ X. Thus by Lemma 2.3.4, V has no

upper neighbour in L(X).

Remark 2.3.6. Suppose V is a first countable T1 closure operator on a set

X. If Y ⊆ X, then V |Y has no upper neighbour on L(Y ), since first countability

and T1 properties are hereditary properties.

Corollary 2.3.7. A metrizable closure operator has no upper neighbour in the

lattice of closure operators.

Proof. A metrizable space is first countable and separated. Hence by Theorem

2.3.5, V has no upper neighbour.
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2.4 Upper Neighbours and Lower Neighbours

of Cα

Kunheenkutty M. proved that co-finite closure operator C0 has no upper neigh-

bour in L(X) [24]. Here we examine the existence of upper and lower neighbours

of generalized form of the co-finite closure operator on the sub lattice [C0, D] of

L(X).

Definition 2.4.1. Let X be any set. Let α ≤ |A| and x an element of

(X \ A). Then define Cα
A,x : P (X) −→ P (X) as,

Cα
A,x(S) =


S ; if |S| < α,

X \ {x} ; if |S| ≥ α, |S \ A| < α and x /∈ S,

X ; otherwise.

Then Cα
A,x is an element of L(X) and Cα < Cα

A,x and thus Cα
A,x ∈ (Cα, D).

Remark 2.4.2. If B ⊆ A ⊆ X such that α ≤ |B|. Then x /∈ Cα
B,x(S) ⇒

|S \ A| < α and x /∈ S ⇒ |S \ A| < α and x /∈ S ⇒ x /∈ Cα
A,x(S). Thus

Cα
A,x(S) ⊆ Cα

B,x(S) for every S ⊆ X. Hence Cα
B,x ≤ Cα

A,x.

Lemma 2.4.3. The closure operator Cα
A,x is topological if and only if

|X \ A| < α.

Proof. Suppose Cα
A,x is topological. Then Cα

A,x(C
α
A,x(S)) = Cα

A,x(S) for every
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subset S of X. Now Cα
A,x(C

α
A,x(A)) = Cα

A,x(X \ {x}). This implies that |(X \

{x}) \ A| < α. That is |X \ A| < α.

Conversely suppose that |X \A| < α. If |S| < α, then Cα
A,x(C

α
A,x(S)) = Cα

A,x(S).

If |S| ≥ α, |S \ A| finite and x /∈ S, then Cα
A,x(C

α
A,x(S)) = Cα

A,x(X \ {x}) =

X \ {x} = Cα
A,x(S). Also if |S| ≥ α and |S \ A| infinite, then Cα

A,x(C
α
A,x(S)) =

Cα
A,x(X) = X = Cα

A,x(S).

Remark 2.4.4. We denote Cα
A,x by Cα

x when |X\A| < α. When |X\A| < α,

Cα
A,x(X \ {x}) = X \ {x}. That is {x} is open in (X,Cα

A,x). Thus the topology

associated with Cα
A,x when |X \ A| < α is given by Cα ∪ {{x}}.

Theorem 2.4.5. If A and B are two distinct subsets of X such that α ≤ |A|

and α ≤ |B| and x ∈ X \ (A ∪ B), then Cα
A,x and Cα

B,x are equal if and only if

|A∆B| < α.

Proof. Suppose |A∆B| < α. Then |A \ B| < α and |B \ A| < α. Thus we

have |S \ A| < α if and only if |S \ B| < α. Thus Cα
A,x and Cα

B,x are equal, by

definition.

Conversely assume that Cα
A,x = Cα

B,x. Then Cα
A,x(A) = Cα

B,x(A) = X \ {x}.

Hence |A\B| < α. Also Cα
A,x(B) = Cα

B,x(B) = X \{x}. Then |B \A| < α. Thus

|A∆B| < α.

Lemma 2.4.6. If A ⊂ X, |A| ≥ α, and x ∈ X \A, then there is a proper subset

D of A such that Cα
D,x < Cα

A,x.
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Proof. Since |A| ≥ α, there exists a subset B of A with |B| = α. Since α+α = α,

B has a subset D with |D| = α and |B∆D| = α. Hence by Theorem 2.4.5,

Cα
D,x < Cα

B,x ≤ Cα
A,x.

Lemma 2.4.7. Let V be a closure operator on X such that Cα < V . Then

Cα
A,x ≤ V if and only if x /∈ V (A).

Proof. Suppose Cα
A,x ≤ V . Then V (A) ⊆ Cα

A,x(A) = X \ {x}. That is x /∈ V (A).

Conversely suppose that x /∈ V (A). In order to prove Cα
A,x ≤ V , it is enough

to prove that x /∈ Cα
A,x(S) implies that x /∈ V (S) for every S ⊆ X. Suppose

x /∈ Cα
A,x(S). Then |S| ≥ α, |S\A| < α and x /∈ S. We have S = (S\A)∪(S∩A).

Therefore V (S) = V (S \ A) ∪ V (S ∩ A). Since S ∩ A ⊆ A and x /∈ V (A),

x /∈ V (S ∩ A). Since |S \ A| < α, V (S \ A) = S \ A. We have x /∈ S, therefore

x /∈ V (S \ A). Hence x /∈ V (S) and therefore Cα
A,x ≤ V .

Theorem 2.4.8. The closure operator Cα has no upper neighbour in the lattice

of closure operators.

Proof. Let V be any closure operator in L(X) satisfying Cα < V . When |S| < α,

Cα(S) = S. Choose A ⊂ X with |A| ≥ α and V (A) ⊂ Cα(A) = X. Thus there

is x ∈ X \ V (A). Hence Cα
A,x ≤ V by Lemma 2.4.7. Now by Lemma 2.4.6,

there are closure operators Cα
D,x and CB,x such that Cα

D,x < Cα
B,x ≤ Cα

A,x. Hence

Cα < Cα
D,x < Cα

B,x ≤ Cα
A,x ≤ V .

Remark 2.4.9. If α = ℵ0, then Cα is the co-finite closure operator and
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thus Theorem 2.4.8 says that co-finite closure operator has no upper neighbour

in the lattice of closure operators.

Theorem 2.4.10. Let V be any closure operator on X such that Cα < V . Then

V is the join of all closure operators of the form Cα
A,x ≤ V where A ⊆ X such

that |A| ≥ α and x ∈ X \ A.

Proof. Let U be the join of all closure operators of the form Cα
A,x ≤ V . Then we

have U ≤ V . If U 6= V , then there is a S ⊆ X and x ∈ U(S), but x /∈ V (S).

That is x /∈ S. If |S| > α, then V (S) = U(S) = S, therefore |S| ≥ α. Since

x /∈ V (S), Cα
S,x ≤ V . Consequently, we have that Cα

S,x ≤ U . So by Lemma 2.4.6,

we get x /∈ U(S), which is a contradiction. Hence the result.

Theorem 2.4.11. Let x ∈ X. Then Cα
x has no upper neighbour in L(X).

Proof. Let V ∈ L(X) such that Cα
x < V . Then there is A ⊂ X such that

V (A) ⊂ Cα
x (A). Then there is a y ∈ Cα

x (A) such that y /∈ V (A). Then y 6= x. If

y = x, then we have x /∈ A and x ∈ Cα
x (A) = X. That is |X \ A| ≥ α. Further

we claim that A is infinite. For, if A is finite, y /∈ Cα
x (A) = A, a contradiction.

Then Cα
A,y ≤ V , since y /∈ V (A). There is an infinite proper subset C of A such

that Cα
D,y < Cα

A,y by Lemma 2.4.6. Let V
′

= Cα
x

∨
Cα
D,y. Then Cα

x < V and

Cα
D,y < Cα

A,y ≤ V implies that V
′
= Cα

x

∨
Cα
D,y < V . Also Cα

x < Cα
x

∨
Cα
D,y = V

′
.

Thus Cα
x does not have an upper neighbour in L(X).

Theorem 2.4.12. Let A ⊆ X such that |A| ≥ α and x ∈ X \A. Then Cα
A,x has

no upper neighbour in L(X).
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Proof. Let V be an upper neighbour of Cα
A,x. Then there exists B ⊂ X such

that |B| ≥ α and V (B) ⊂ Cα
A,x(B). This implies that we can find y ∈ Cα

A,x(B)

such that y /∈ V (B). Suppose y 6= x. Then y /∈ V (B) we get that Cα
B,y ≤ V by

Lemma 2.4.7. Again by Lemma 2.4.6, there exists a proper subset D of B such

that Cα
D,y < Cα

B,y ≤ V . Let V ′ = Cα
A,x

∨
Cα
D,y . Since Cα

A,x < V and Cα
D,y < V ,

we get V ′ < V . That is Cα
A,x < V

′
< V , which is a contradiction.

Now suppose y = x. Then x ∈ Cα
A,x(B). This implies that |B \ A| ≥ α. Let D

be a proper subset of B \ A such that |D| = α. Let D1 be a subset of D such

that |D1| = |D|. Then Cα
D1,x

< Cα
B,x. But x = y /∈ V (B).

Then Cα
B,x ≤ V . Thus Cα

D1,x
< Cα

B,x ≤ V . Consider Cα
D1,x

∨
Cα
A,x.

That is, Cα
A,x < Cα

D1,x

∨
Cα
A,x and Cα

D1,x
≤ Cα

D1,x

∨
Cα
A,x. Thus Cα

A,x ≤ Cα
D1,x

∨
Cα
A,x ≤

V . This is a contradiction to the fact that V is an upper neighbour of Cα
A,x. Hence

we can conclude that Cα
A,x has no upper neighbour in L(X).

Let us conclude this section by examining the existence of lower neighbours

of Cα.

Definition 2.4.13. Let a, b ∈ X with a 6= b. Define a function Cα
a,b :

P (X)→ P (X) as,

Cα
a,b(S) =


S ; if |S| < α a /∈ S,

S ∪ {b} ; if |S| < α, a ∈ S,

X ; if |S| ≥ α.
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Then Cα
a,b is a closure operator on X and Cα

a,b < Cα.

Theorem 2.4.14. The closure operator Cα
a,b is a lower neighbour of Cα and any

lower neighbour of Cα is of the form Cα
a,b.

Proof. Let V be any closure operator satisfying Cα
a,b < V ≤ Cα. Thus Cα(S) ⊆

V (S) ⊂ Cα
a,b(S). Then for any S with |S| ≥ α, V (S) = X. If x ∈ X, x 6= a,

then {x} ⊆ V ({x}) ⊆ Cα
a,b({x}). Thus V ({x}) = {x} for every x ∈ X, x 6= a.

Also since Cα
a,b < V , we have {a} ⊆ V ({a}) ⊂ Cα

a,b({a}) = {a, b}. So we get

V ({a}) = {a}. Hence V = Cα and Cα
a,b is a lower neighbour of Cα.

Now suppose that V ∈ L(X) and V < Cα, then there is some a ∈ X with

V ({a}) 6= {a}. If |S| ≥ α, since V < Cα, we have Cα
a,b(S) = Cα(S) = X ⊆ V (S).

Thus V (S) = X. If S ⊂ X, |S| < α and a /∈ S, then S = Cα
a,b(S) = Cα(S) ⊆

V (S). If |S| < α and a ∈ S, then b ∈ V (S) and Cα
a,b(S) = S ∪ {b}. Hence

Cα
a,b(S) = S ∪ {b} ⊆ V (S). Thus V ≤ Cα

a,b.

Remark 2.4.15. If α = ℵ0, Kunheenkutty M. determined lower neighbours

of C0, the co-finite closure operator, denoted by Wa,b and proved that any lower

neighbour of C0 is of the form Wa,b, where Wa,b is given by

Wa,b(S) =


S ; if S is finite and a /∈ S,

S ∪ {b} ; if S is finite and a ∈ S,

X ; if S is infinite.
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2.5 Properties of Adjacent Closure Operators

We are concerned with the problem of existence of upper neighbours so far.

Now, assuming the existence of adjacent closure operators we check some prop-

erties of adjacent closure operators. Adjacency of adjacent closure operators

projectively and inductively generated by a function is explored in this section.

2.5.1 Projectively Generated Closure Operators

In this section we investigate adjacency of projectively generated closure opera-

tors.

Definition 2.5.1. [11] Let X and Y be any two sets and f : X → Y be a

function. A closure operator U for a set X is said to be projectively generated by

f if U is the coarsest closure operator on X such that f is continuous. Then U

is given by U(A) = f−1(V (f(A))), for all A ⊆ X where V is the closure operator

on Y .

Lemma 2.5.2. Let X and Y be sets. Let V and V
′

be closure operators on Y .

Let f : X → Y be any function. If V ≤ V
′
, then the closure operators U,U

′

projectively generated by f : X → (Y, V ) and f : X → (Y, V
′
) are such that

U ≤ U
′
.

Proof. Suppose U is projectively generated by f : X → (Y, V ). Then U(A) =

f−1(V (f(A))) for all A ⊆ X. We have V
′
(f(A)) ⊆ V (f(A)) for all A ⊆ X.
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Hence U
′
(A) ⊆ U(A) for all A ⊆ X. Hence U ≤ U

′
.

Example 2.5.3. Let X = {1, 2, 3, 4} and Y = {a, b, c}. Let f : X → Y

be defined as f(1) = a, f(2) = b = f(3) and f(4) = c. Define V : P (Y ) →

P (Y ) as V (∅) = ∅, V ({a}) = {a, b}, V ({b}) = {b, c} and V ({c}) = {a, c}

and V (S) = ∪
s∈S
V ({s}) for S ⊆ Y . Consider another closure operator V ′ on

Y defined as V ′(∅) = ∅, V ′({a}) = {a}, V ′({b}) = {b, c} and V ′{c} = {a, c}

and V (S) = ∪
s∈S
V ′({s}) where S ⊆ Y . Then the closure operator projectively

generated by V is given by U(∅) = ∅, U({1}) = {1, 2, 3}, U({2}) = {2, 3, 4},

U({3}) = {2, 3, 4} and U({4}) = {1, 4} and U(S) = ∪
s∈S
U({s}), S ⊆ X. And

the closure operator U ′ projectively generated by V ′ is given by U ′(∅) = ∅,

U ′({1}) = {1}, U ′({2}) = {2, 3, 4}, U ′({3}) = {2, 3, 4}, U ′({4}) = {1, 4} and

U ′(S) = ∪
s∈S
U ′({s}), S ⊆ X. Thus the closure operators projectively generated

by f : X → (Y, V ) and f : X → (Y, V ′) are not adjacent even though V and V ′

are adjacent.

Example 2.5.4. Let X = {a, b, c}, Y = {a, b, c, d}. Let f : X → Y is

given by f(a) = a, f(b) = c, f(c) = d. Suppose V : P (Y ) → P (Y ) be given by

V (φ) = φ, V ({a}) = {a, b, c}, V ({b}) = {b, c}, V ({c}) = {c}, V ({d}) = {a, d}

and V (S) = ∪
s∈S
V ({s}) for S ⊆ Y . Then the closure operator U projectively

generated by V is given by U(φ) = φ, U({a}) = {a, b}, U({b}) = {b}, U({c}) =

{a, c} and U(S) = ∪
s∈A

U({s}) for S ⊆ X. We have V ′ : P (Y ) → P (Y ) given by

V ′(φ) = φ, V ′({a}) = {a, b},V ′({b}) = {b, c}, V ′({c}) = {c}, V ′({d}) = {a, d}

and V (S) = ∪
s∈S
V ′({s}) for S ⊆ Y . Then the closure operator U ′ projectively
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2.5. Properties of Adjacent Closure Operators

generated by V ′ is given by U ′(φ) = φ, U ′({a}) = {a}, U ′({b}) = {b}, U ′({c}) =

{c} and U ′(S) = ∪
s∈S
U ′({s}) for S ⊆ X. It follows that U ′ is not an upper

neighbour of U even though V ′ is an upper neighbour of V and f is a one-one

function.

Theorem 2.5.5. Suppose f : X → Y be a bijection. Let V1 and V2 are two

closure operators on X such that V2 is an upper neighbour of V1. Then the closure

operators U1 and U2 on Y which are projectively generated by f : X → (Y, V1)

and f : X → (Y, V2) respectively are either equal or adjacent.

Proof. Since V1 < V2, we have U1 ≤ U2 by Lemma 2.5.2. Assume that U1 6= U2.

Suppose that there exists a closure operator U on X such that U1 ≤ U ≤

U2. Define V : P (Y ) → P (Y ) as V (S) = S ∪ f(U(f−1(S))) for S ⊆ Y .

We prove that V1 ≤ V ≤ V2. We have U(f−1(S)) ⊆ U1(f
−1(S)) for every

S ⊆ Y . Then V (S) = S ∪ f(U(f−1(S)) ⊆ f(U1(f
−1(S))) and f(U1(f

−1(S)) =

f(f−1(V1(f(f−1(S))))) = V1(S), since f is onto. That is V (S) ⊆ V1(S) and

V1 ≤ V . Similarly note that U2(f
−1(S)) ⊆ U(f−1(S)) for each subset S of

Y . This implies that S ∪ f(U2(f
−1(S))) ⊆ S ∪ f(U(f−1(S))) = V (S). But,

f(U2(f
−1(S))) = f(f−1(V2(f(f−1(S))))) = V2(S). Then V2(S) ⊆ V (S) and

V ≤ V2. Since V2 is an upper neighbour of V1, we have either V = V1 or V = V2.

Then V = V1 implies that V (f(S)) = V1(f(S)) for each subset S of X. Then

f(S) ∪ f(U(f−1(f(S)))) = V1(f(S)) ⇒ U(S) = f−1(V1(f(S))) = U1(S). Simi-

larly we can prove that U(S) = U2(S) for each S ⊆ X if V = V2. Thus U2 is an
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upper neighbour of U1.

Remark 2.5.6. Converse of the Theorem 2.5.5 is not true.

Example 2.5.7. Let X = Y = {a, b, c}. Let f : X → Y defined as

f(a) = f(b) = a, f(c) = c. Then f is not a bijection. Let V be a closure operator

on Y given by V (∅) = ∅, V ({a}) = {a, b}, V ({b}) = {b, c}, V ({c}) = {c} and

V (S) = ∪
s∈S
V ({s}) for S ⊆ Y . Then the closure operator U on X projectively

generated by V is given by U(∅) = ∅, U({a}) = {a, b}, U({b}) = {a, b}, U({c}) =

{c} and V (S) = ∪
s∈S
V ({s}) for S ⊆ X. Now V

′
: P (Y )→ P (Y ) given by V

′
(∅) =

∅, V ′{a} = {a, b}, V ′{b} = {b}, and V
′{c} = {c} and V ′(S) = ∪

s∈S
V ′({s}) for

S ⊆ Y is an upper neighbour of V on L(Y ). Then the closure operator U
′

projectively generated by f : X → (Y, V
′
) is the closure operator U itself.

2.5.2 Inductively Generated Closure Operators

This sub section deals with adjacency properties of closure operators inductively

generated by a function f .

Definition 2.5.8. [11] Let V be a closure operator on X. A closure

operator inductively generated by f is the finest closure operator on Y which

makes f continuous [11]. Let f : (X, V ) → Y be the given function. Then the

closure operator U which is inductively generated by f is given by

U(A) = A ∪ f(V (f−1(A))) where A ⊆ Y .
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Lemma 2.5.9. Let X and Y be sets. Let V1 and V2 be closure operators on X.

Let f : X → Y be any function. If V1 ≤ V2, then the closure operators U,U
′

inductively generated by f : (X, V1) → Y and f : (X, V2) → Y are such that

U ≤ U
′
.

Proof. Suppose V1 ≤ V2. Then V2(S) ⊆ V1(S) for every S ⊆ X. Then

V2(f
−1(S)) ⊆ V1(f

−1(S)) which implies that S∪f(V2(f
−1(S)) ⊆ S∪f(V1(f

−1(S)).

This implies that U1 ≤ U2.

Remark 2.5.10. Two closure operators U and V are adjacent does not im-

ply that a closure operator U
′
inductively generated by the function f : (X,U)→

Y and a closure operator V
′

inductively generated by f : (X, V )→ Y are adja-

cent.

Example 2.5.11. Let X = {1, 2, 3, 4} and Y = {a, b}. Let f be a function

from X → Y defined as f(1) = f(2) = a and f(3) = f(4) = b. Let V :

P (X) → P (X) be defined as V (∅) = ∅ V ({1}) = {1, 2}, V ({2}) = {2, 3},

V ({3}) = {3, 4}, V ({4}) = {4, 1}, V (S) = ∪
s∈S
V ({s}), S ⊆ X. Then the closure

operator inductively generated by V is given by U : P (Y )→ P (Y ) as U(∅) = ∅,

U({a}) = {a}∪f(V (f−1({a}))) = {a}∪f(V ({1, 2})) = {a}∪f({1, 2, 3}) = {a, b}

and U({b}) = {b} ∪ f(V (f−1{b})) = {b} ∪ f({3, 4, 1}) = {a, b}. Now define

V
′

: P (X)→ P (X) as V
′
(∅) = ∅, V ′{1} = {1}, V ′{2} = {2, 3}, V ′{3} = {3, 4},

V ({4}) = {4, 1} and V (S) = ∪
s∈S
V ({s}), S ⊆ X. Then V

′
is an upper neighbour

of V on L(X). Then the closure operator inductively generated by V
′

is given
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by U
′
: P (Y )→ P (Y ) by U

′{a} = {a, b} and U
′{b} = {a, b}. Thus U

′
= U .

The following theorem says that when f is a bijection, then the closure op-

erators inductively generated by adjacent closure operators are either equal or

adjacent.

Theorem 2.5.12. Suppose f : X → Y be a bijection. Suppose V1 and V2 are

two closure operators on X which are adjacent. Then the closure operators U1

and U2 on Y which are inductively generated by V1 and V2 respectively are either

equal or adjacent.

Proof. We are given V1 and V2 are adjacent. Let V1 < V2. Then U1 ≤ U2 by

Lemma 2.5.9. Suppose U1 6= U2. Now suppose that W is a closure operator on

Y such that U1 ≤ W ≤ U2. Let A ⊆ X, define V ′(A) = A ∪ f−1(W (f(A))).

Then V ′ is a closure operator on X. We prove that V1 ≤ V ′ ≤ V2. Note that

W (f(A)) ⊆ U1(f(A)). Then f−1(W (f(A))) ⊆ f−1(U1(f(A))). But U1(f(A)) =

f(A) ∪ f(V1(f
−1(f(A)))). Since f is one-one we have, V ′(A) ⊆ V1(A) for ev-

ery A ⊆ X. Hence V1 ≤ V ′. Now U2(f(A)) ⊆ W (f(A)) for every A ⊆ X.

Hence f−1(U2(f(A))) ⊆ f−1(W (f(A))). Using the fact that U2(f(A)) = f(A) ∪

f(V2(f
−1(f(A)))) and f is one-one we arrive at V2(A) ⊆ V ′(A). Thus

V1 ≤ V
′ ≤ V2 and hence either V1 = V

′
or V2 = V

′
. That is V1(A) =

A ∪ f−1(W (f(A))) or V2(A) = A ∪ f−1(W (f(A))).

If V1(A) = A ∪ f−1(W (f(A))), then U1(f(A)) = f(A) ∪ f(V1(f
−1(f(A)))) =

f(A)∪f(V1(A)) = f(A)∪f(A∪f−1(W (f(A)))) = f(A)∪W (f(A)) = W (f(A)).
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Also we have W (f(A)) ⊆ U1(f(A)). Hence U1 = W . Similarly if V2(A) =

A ∪ f−1(W (f(A))), then

U2(f(A)) = f(A) ∪ f(V2(f
−1(f(A))))

= f(A) ∪ f(V2(A))

= f(A) ∪ f(A ∪ f−1(W (f(A)))

= f(A) ∪W (f(A)), since f is a bijection.

= W (f(A)).

Thus either W = U1 or W = U2. Hence U1 and U2 are adjacent.

2.6 Sum of Closure Spaces

In this section we investigate upper neighbour of sum of closure operators.

Definition 2.6.1. The sum of a family of closure spaces{(Xa, Va), a ∈ A } is

defined to be the space (X, V ) where X is the sum of the family of sets {Xa} and

V is the sum closure sometimes denoted by
∑
{Va} defined by V (

∑
a∈A

{Xa}) =∑
a∈A

{Va(Xa)} for each subset
∑
a∈A
{Xa} of X.

Now we discuss sum of adjacent closure operators.

Lemma 2.6.2. Suppose X =
∑
a∈A

Xa where A is some indexing set. Let U and

V be two closure operators on a set X. Then U ≤ V if and only if U |Xa ≤ V |Xa
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for each a ∈ A .

Proof. Suppose U ≤ V . Let S ⊆
∑
a∈A

Xa. Then S =
∑
a∈A

Sa where Sa ⊆ Xa.

Thus V (S) ⊆ U(S) for each S ⊆
∑
a∈A

Xa. That is
∑
a∈A

Va(Sa) ⊆
∑
a∈A

(Ua(Sa)).

Now Va(Sa) ⊆
∑
a∈A

Va(Sa) ⊆
∑
a∈A

Ua(Sa), and Ua(Sa) ⊆
∑
a∈A

Ua(Sa). Suppose

Va(Sa) * Ua(Sa). Then there exists y ∈ Va(Sa) such that y /∈ Ua(Sa). This is not

possible since
∑
a∈A

Va(Sa) ⊆
∑
a∈A

(Ua(Sa)). Thus Va(Sa) ⊆ Ua(Sa) for each a ∈ A .

Hence U |Xa ≤ V |Xa for each a ∈ A .

Conversely suppose that U |Xa ≤ V |Xa for each a ∈ A . Then Va(Sa) ⊆ Ua(Sa)

for each a ∈ A . Thus
∑
a∈A

Va(Sa) ⊆
∑
a∈A

Ua(Sa). Hence U ≤ V .

Example 2.6.3. Let X1 = {1, 2, 3} and X2 = {4, 5, 6}. Then X1 + X2 =

{1, 2, 3, 4, 5, 6}. Let us define a closure operator V1 on X1 as V1(∅) = ∅, V1{1} =

{1, 2}, V1{2} = {2, 3}, V1{3} = {3, 1} and V1(A) = ∪
a∈A

V1({a}) for each A ⊆ X1.

Similarly define a closure operator V2 on X2 as V2(∅) = ∅, V2({4}) = {4, 5},

V2({5}) = {5, 6}, V2({6}) = {6, 4}, V2(A) = ∪
a∈A

V2({a}) for A ⊆ X2. Let

V = V1 + V2. Then V (A) = V1(A1) + V2(A2) where A = A1 + A2, A1 ⊆ X1,

A2 ⊆ X2.

Now define V
′
1 on X1 as V

′
1 (∅) = ∅, V ′1 ({1}) = {1}, V ′1{2} = {2, 3}, V ′1 ({3}) =

{3, 1} and V
′
1 (A) = ∪

a∈A
(V
′
1 ({a})). Then V

′
1 is an upper neighbour of V1. Also

the sum V
′
= V

′
1 + V2 is an upper neighbour of V .

Theorem 2.6.4. Let X =
∑
a∈A

Xa. Let {(Xa, Ua) : a ∈ A }, {(Xa, Va) : a ∈ A }

be closure spaces. Then (
∑
Xa,

∑
Va) is an upper neighbour of (

∑
Xa,

∑
Ua)
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if and only if Vα is an upper neighbour of Uα on L(Xα) for some α ∈ A and

Vβ = Uβ for all β 6= α.

Proof. Suppose that (
∑
Xa,

∑
Va) is an upper neighbour of (

∑
Xa,

∑
Ua). Then

we have to prove that Vα is an upper neighbour of Uα for some α ∈ A and Vβ =

Uβ for all β 6= α. We have by Lemma 2.6.2, U ≤ V if and only if Ua ≤ Va for each

a ∈ A . Suppose Vα is an upper neighbour of Uα, Vβ is an upper neighbour of Uβ,

β 6= α and Vγ = Uγ for every γ 6= α, β where α, β, γ ∈ A . We have
∑
Ua ≤

∑
Va.

Consider
∑
a∈A

Vα =
∑

γ 6=α,β
Vγ +Vβ +Vα. We have Vα(A) ⊆ Uα(A) for every A ⊆ Xα

and Vβ(B) ⊆ Uβ(B) for all B ⊆ Xβ. Then (Vα + Vβ)(A) ⊆ (Uα + Uβ)(A) for all

A ⊆ (Xα + Xβ). Then (
∑

γ 6=α,β
Uγ + Vα + Vβ)(S) ⊆ (

∑
γ 6=α

Uγ + Vα)(S) ⊆
∑
γ

Uγ(S).

Thus
∑
a∈A

Va is not an upper neighbour of
∑
a∈A

Ua.

Conversely suppose that Vα is an upper neighbour of Uα and Vβ = Uβ for

every β 6= α. We have to prove that
∑
Vα is an upper neighbour of

∑
Uα.

Then Vα(Sα) ⊆ Uα(Sα) for every Sα ⊆ Xα. Then
∑
Vα(S) ⊆

∑
Uα(S) for every

S ⊆
∑
Xα. Then

∑
Uα ≤

∑
Vα. Suppose

∑
Uα ≤

∑
Wα ≤

∑
Vα. Then

Uα ≤ Wα ≤ Vα and Wβ = Uβ for all β 6= α. Thus Wα = Uα or Wα = Vα since Vα

is an upper neighbour of Uα. Hence the theorem.

2.7 Product of Closure Spaces

Here we consider the problem of existence of upper neighbours of the product

of a finite number of closure operators.
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Definition 2.7.1. [11] Let (X1, V1), (X2, V2), . . . (Xn, Vn) be closure spaces.

Then the product of closure operators
n∏
i=1

Vi on X = X1×X2× . . .×Xn is defined

as (
n∏
i=1

Vi)(A) =
n∏
i=1

(Vi(Ai)) where A = A1 × A2 × . . . An.

Theorem 2.7.2. Let (X1, V1), (X2, V2), . . . (Xn, Vn) be disjoint closure spaces.

Then
n∏
i=1

V ′i is an upper neighbour of
n∏
i=1

Vi on L(X) if and only if V ′j is an upper

neighbour of Vj on L(Xj) for some j and Vi = V ′i for all i 6= j.

Proof. Suppose
∏
V ′i is an upper neighbour of

∏
Vi. Then (

n∏
i=1

V ′i )(A) ⊆ (
n∏
i=1

Vi)(A)

for every A ⊆
∏
Xi. We have (

n∏
i=1

Vi)(A) = V1(A1)×V2(A2)× . . .×Vn(An) where

Ai ⊆ Xi for i = 1, 2, . . . , n. Then
n∏
i=1

V ′i (Ai) ⊆
n∏
i=1

Vi(Ai). This implies that

V ′i (Ai) ⊆ Vi(Ai) for i = 1, 2, . . . , n. Then Vi ≤ V ′i for i = 1, 2, . . . , n. Suppose

V ′i is an upper neighbour of Vi and V ′j is an upper neighbour of Vj for i 6= j and

Vk = V ′k for every k 6= i, j. Then

(
n∏
i=1

V ′i )(A) = V ′1(A1)× . . .× V ′i (Ai)× . . .× V ′j (Aj)× . . . V ′n(An)

⊆ V1(A1)× . . .× V ′i (Ai)× . . .× Vj(Aj)× . . .× Vn(An)

⊆ V1(A1)× V2(A2)× . . .× Vn(An).

Thus V1 × V2 × . . . × Vn ≤ V1 × V2 × V ′i × . . . × Vn ≤ V ′1 × V ′2 × . . . × V ′n. Thus

n∏
i=1

V ′i is not an upper neighbour of
n∏
i=1

Vi.

Conversely Suppose that V ′j is an upper neighbour of Vj and Vi = V ′i for all i 6= j.

Then V ′j (Aj) ⊆ Vj(Aj) for all Aj ⊆ Xj. Let S ⊆
n∏
i=1

Xi. Then S = S1 × S2 ×

. . .× Sn. Then V ′1(S1)× V ′2(S2)× . . .× V ′n(Sn) ⊆ V1(S1 × V2(S2)× . . .× Vn(Sn).
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Thus
n∏
i=1

Vi ≤
∏
V ′i . If

n∏
i=1

Vi ≤
n∏
i=1

Wi ≤
n∏
i=1

V ′i , then Vi = Wi for i 6= j and

Vj ≤ Wj ≤ V ′j . Since V ′j is an upper neighbour of Vj, for j 6= i. Thus V ′j = Wj

or Vj = Wj for every j 6= i. Hence
n∏
i=1

V ′i is an upper neighbour of
n∏
i=1

Vi.

Example 2.7.3. Take X1, X2, V1 and V2 as in the Example 2.6.3. Then

X = X1 × X2 = {(1, 4), (1, 5), (1, 6), (2, 4), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6)}. Let

V = V1 × V2. Then V (∅) = ∅, for A = A1 × A2, A1 ⊆ X1 and A2 ⊆ X2, V (A) =

V1(A1)×V2(A2). Now consider V ′1({1}) = {1, 2}, V ′1({2}) = {2}, V ′1({3}) = {3, 1}

and V ′1(A) = ∪
a∈A

V ′1({a}). Let V ′ = V ′1 × V2. Then V ′1(A) ⊆ V (A) for all A ⊆ X.

Also there exists no closure operators in between V ′ and V . Thus V ′ is an upper

neighbour of V .
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Chapter 3
Simple Expansions of Closure

Operators

3.1 Introduction

Simple Extensions of topologies were introduced by Levine N. in [29]. The

simple extension of a topology τ on X by A ⊆ X is the smallest topology on X

containing A and τ [29]. Analogous to this concept Kunheenkutty M. introduced

the concept of simple expansions of Čech closure operators [24]. We note that

some properties of a closure operator V need not be shared with the simple

expansion of V . In this chapter we investigate the conditions under which certain

properties of closure operators are preserved under simple expansion. Here we

introduce countable expansions of closure operators in L(X).
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3.2 Simple Expansions of Closure Operators

Simple expansions of a closure operator is defined and discussed in [24].

Kunheenkutty M. introduced simple expansions of a closure operator. Before

going to the properties of simple expansion of closure operators, we need the

following closure operator defined in [24].

Definition 3.2.1. [24] Let A be a non empty proper subset of X and

x ∈ A. Define, V(A,x) : P (X)→ P (X) by,

V(A,x)(S) =


∅ ; if S = ∅,

X \ {x} ; if S 6= ∅ and S ⊆ X \ A,

X ; otherwise.

Then V(A,x) is a closure operator on X.

Remark 3.2.2. If B ⊆ A, then x /∈ V(A,x)(S)⇒ S ⊆ (X \ A)⇒ S ⊆ (X \

B) ⇒ x /∈ V(B,x)(S). Hence V(A,x) ≤ V(B,x). Conversely suppose V(A,x) ≤ V(B,x).

Then by similar arguments as above we can prove that B ⊆ A.

First of all we study some properties of V(A,x) which will help us to understand

simple expansion of closure operators well.

Lemma 3.2.3. Let W be a closure operator on X and A be a subset of X

containing x. Then V(A,x) ≤ W if and only if x /∈ W (X \ A).

Proof. Suppose V(A,x) ≤ W . Then W (X \A) ⊆ V(A,x)(X \A) = X \{x}. That is
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x /∈ W (X \A). Conversely let x /∈ W (X \A) and S ⊆ X. Suppose S ⊆ (X \A),

then W (S) ⊆ W (X\A). Thus x /∈ W (X\A)⇒ x /∈ W (S)⇒ W (S) ⊆ X\{x} ⊆

V(A,x)(S). Thus in this case V(A,x) ≤ W . If S * X \ A, then W (S) is always a

subset of V(A,x)(S) since V(A,x)(S) = X. In this case also V(A,x) ≤ W .

Remark 3.2.4. [24, 26] Let X = {a, b}, V({x},x) = Vx,y, the infra closure

operator. Then it is not a topological closure operator. But when |X| 6= 2, then

V(A,x) is topological if and only if A = {x}.

Next we prove a characterization theorem for upper neighbours of V(A,x).

Theorem 3.2.5. Let A and B be subsets of X such that B ∈ A and let x ∈ X

such that x ∈ B. Let y ∈ X, x 6= y. Then V(B,x) is an upper neighbour of V(A,x)

if and only if A \B is a singleton subset of X.

Proof. Suppose A = B ∪ {y}. Since B ⊆ A, then x /∈ V(A,x)(S)⇒ S ⊆ X \ A ⊆

X \B ⇒ S ⊆ X \B ⇒ x /∈ V(B,x)(S). That is V(A,x) ≤ V(B,x). Let W be a closure

operator on X such that V(A,x) ≤ W ≤ V(B,x). Then V(B,x)(X \A) ⊆ W (X \A) ⊆

V(A,x)(X \ A). Since B ⊆ A, X \ A ⊆ X \B. Thus W (X \ A) ⊆ W (X \B) and

this implies that V(A,x)(X \ A) = X \ {x}. Also x /∈ V(B,x)(X \ A) = X \ {x}.

Thus x /∈ W (X \B). Then by Lemma 3.2.3, V(B,x) ≤ W . Hence W = V(B,x).

Now suppose V(B,x) is an upper neighbour of V(A,x). Then V(A,x) < V(B,x).

Then V(B,x)(X \ A) ⊆ V(A,x)(X \ A) = X \ {x}. Thus x /∈ V(B,x)(X \ A). This

implies that (X \A) ⊆ (X \B). That is B ⊆ A. Suppose A\B is a non-empty set

such that its cardinality is greater than or equal to 2. Then we can find a C ⊆ X
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such that B ⊂ C ⊂ A. Then V(A,x) ≤ V(C,x) ≤ V(B,x). Then either V(C,x) = V(A,x)

or V(C,x) ≤ V(B,x). This is a contradiction. Hence A \B is a singleton set.

Theorem 3.2.6. Suppose A and B are two subsets of X such that x ∈ A ∩ B,

then V(A,x)
∨
V(B,x) = V(A∩B,x).

Proof. We have V(A,x) ≤ V(A∩B,x) and V(B,x) ≤ V(A∩B,x). Thus V(A,x)
∨
V(B,x) ≤

V(A∩B,x). In order to prove V(A∩B,x) ≤ V(A,x)
∨
V(B,x), it is enough to prove that

x /∈ V(A,x)
∨
V(B,x)(X \ (A ∩B)) by Lemma 3.2.3. V(A,x)

∨
V(B,x)(X \ (A ∩B)) =

V(A,x)
∨
V(B,x)((X \A)∪ (X \B)) = [V(A,x)

∨
V(B,x)((X \A)]∪ [V(A,x)

∨
V(B,x)((X \

B)]. We have x /∈ V(A,x)(X \ A) and x /∈ V(B,x)(X \B).

Since V(A,x) ≤ V(A,x)
∨
V(B,x) and V(B,x) ≤ V(A,x)

∨
V(B,x), x /∈ V(A,x)

∨
V(B,x)(X \

A) and x /∈ V(A,x)
∨
V(B,x)(X \B). Hence x /∈ V(A,x)

∨
V(B,x)(X \ (A ∩B)).

We can extend Theorem 3.2.6 for a finite collection of subsets of X.

Corollary 3.2.7. Suppose A1, A2, . . . , An be a finite collection of subsets of X

such that x ∈ A1 ∩ A2 ∩ . . . An. Then
n∨
i=1

V(Ai,x) = V(A1∩A2∩...∩An,x).

Proof. Proof is clear from Theorem 3.2.6.

Remark 3.2.8. Theorem 3.2.6 is not true for an infinite collection of subsets

of X. For example X = Z. Let An = 2Z ∪ {2n \ 1}, n = 1, 2, . . .. Let A =

{1, 3, 5, . . .}. Then
∞∨
i=1

V(Ai,2)(A) = X. But V
(
∞
∩
i=1

Ai,2)
(A) = X \ {2}.

Theorem 3.2.9. Suppose A and B are two subsets of X such that x ∈ A ∩ B,

then V(A,x) ∧ V(B,x) = V(A∪B,x).
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Proof. Suppose S is a nonempty subset of X such that x /∈ V(A∪B,x)(S) ⇒ S ⊆

(X \ (A∪B)) = (X \A)∩ (X \B) ⊆ X \A⇒ S ⊆ X \A⇒ x /∈ V(A,x)(S). Thus

V(A,x)(S) ⊆ V(A∪B,x)(S) for every S ⊆ X. Hence V(A∪B,x) ≤ V(A,x). Similarly we

can prove that V(A∪B,x) ≤ V(B,x). Therefore V(A∪B,x) ≤ V(A,x) ∧ V(B,x). To prove

the converse inequality assume that x /∈ V(A,x)∧V(B,x)(S) for some S ⊆ X. Then

we have the following implications.

x /∈ V(A,x) ∧ V(B,x)(S)⇒ x /∈ V(A,x)(S) ∪ V(B,x)(S)

⇒ x /∈ V(A,x)(S) and x /∈ V(B,x)(S)

⇒ S ⊆ X \ A and S ⊆ X \B

⇒ S ⊆ (X \ A) ∩ (X \B)

⇒ S ⊆ X \ (A ∪B)

⇒ x /∈ V(A∪B,x)(S).

Thus V(A∪B,x)(S) ⊆ V(A,x)∧V(B,x)(S) for every S ⊆ X. Therefore V(A,x)∧V(B,x) ≤

V(A∪B,x) and hence V(A,x) ∧ V(B,x) = V(A∪B,x) .

Corresponding to every closure operator V on X we can define a closure

operator denoted by V (x) at each point x ∈ X.

Definition 3.2.10. Let V be a closure operator on X. Let x ∈ X. Define
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V (x) : P (X)→ P (X) as

V (x)(S) =


∅ ; if S = ∅

X \ {x} ; if x /∈ V (S)

X ; otherwise.

Then V (x) is a closure operator on X.

Proposition 3.2.11. V =
∨
x∈X

V (x).

Proof. When x /∈ V (x)(S), x /∈ V (S) ⇒ V (S) ⊆ V (x)(S). Hence V (x) ≤ V and∨
x∈X

V (x) ≤ V . Suppose x /∈ V (A). Then x /∈ V (x)(A). Thus x ∈
∨
x∈X

V (x)(A).

Hence the result.

Let A be the collection of A ⊆ X such that x /∈ V (x)(X \A) for each x ∈ X.

Next we prove that V (x) can be written as the join of closure operators of the

form V(A,x) where A ∈ A .

Theorem 3.2.12. Let V be a closure operator on X. Let x ∈ X. Then V (x) =∨
A∈A

V(A,x), where A is the collection of A ⊆ X such that x /∈ V (x)(X \ A).

Proof. Let S ⊆ X. Suppose x /∈
∨
A∈A

V(A,x)(S). Then there exists a finite cover

{S1, S2, . . . , Sn} of S and A ∈ A such that x /∈ V(A,x)(Si) for i = 1, 2, . . . , n. By

the definition of V(A,x), we have Si ⊆ X\A for i = 1, 2, . . . , n. Also x /∈ V (x)(X\A)

since A ∈ A . By the definition of V (x), we have x /∈ V (X\A). Since Si ⊆ (X\A)

for i = 1, 2, . . . , n, x /∈ V (Si) for i = 1, 2, . . . , n. Hence x /∈ V (x)(S). Thus
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V (x)(S) ⊆
∨
A∈A

V(A,x)(S). That is
∨
A∈A

V(A,x) ≤ V (x).

Conversely assume that x /∈ V (x)(S). We have to prove that x /∈
∨
A∈A

V(A,x)(S).

It is enough to prove that there exists a finite cover {S1, S2, . . . , Sn} of S and

A ∈ A such that x /∈ V(A,x)(Si) for i = 1, 2, . . . , n. We have x /∈ V (x)(S) implies

that X \ S ∈ A . Also V(X\S,x)(S) = X \ {x} by the definition of V(A,x). Thus

{S} itself a finite cover of S and X \ S ∈ A such that x /∈ V(X\S,x)(S). So

x /∈
∨
A∈A

V(A,x)(S). Hence V (x) ≤
∨
A∈A

V(A,x).

Chacko B. determined the group of automorphisms of L(X) when X is finite

[5]. Also he determined the same for the sub lattice [I, C0] of L(X) and the

lattice of all quasi discrete closure operators on L(X). Let X be a non empty

set. Let p ∈ S(X). For a closure operator on X, define TpV (A) = p−1V (p(A)),

for A ⊆ X. Then Tp : L(X)→ L(X) is an automorphism of L(X) [5].

Proposition 3.2.13. The automorphism Tp maps the closure operator V(A,x)

into V(p−1(A),p−1(x)).

Proof. Let A ⊆ X containing x. Then by definition of V(A,x), we get V(A,x) :

P (X)→ P (X) by,

V(A,x)(p(S)) =


∅ ; if p(S) = ∅,

X \ {x} ; if p(S) 6= ∅ and p(S) ⊆ X \ A,

X ; otherwise.
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=


∅ ; if S = ∅,

X \ {x} ; if S 6= ∅ and S ⊆ X \ p−1A,

X ; otherwise.

Thus

Tp(V(A,x))(S) = p−1(V(A,x)(p(S)))

=


∅ ; if S = ∅,

X \ {p−1(x)} ; if S 6= ∅ and S ⊆ X − p−1(A),

X ; otherwise.

= V(p−1(A),p−1(x))

Thus Tp(V(A,x)) = V(p−1(A),p−1(x))

Now let us go through the definition of the simple expansion of a closure

operator.

Definition 3.2.14. [26] Let V be any closure operator on X and A be a

subset of X such that x ∈ A. The closure operator V x
A = V

∨
V(A,x) is called a

simple expansion of V by A at x. The closure operator V x
A is given by,

V x
A (S) =


V (S) \ {x} ; if S ∩ (X \ A) 6= ∅ and x /∈ V (S ∩ A)

V (S) ; otherwise.

Remark 3.2.15. 1. If A is closed in (X, V ), then A is closed in (X, V x
A ).
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2. By the simple expansion of a closure operator V on X, we mean the simple

expansion of a closure operator V other than the discrete closure operator

D at some point x ∈ X.

Lemma 3.2.16. Let (X, V ) be a closure space. Suppose A and B are two subsets

of X such that x ∈ A ∩B. Then V x
A ≤ V x

A∩B and V x
B ≤ V x

A∩B.

Proof. Let S ⊆ X. Then

x ∈ V x
A∩B(S) ⇒ S ⊆ A ∩B or x ∈ V (S ∩ A ∩B)

⇒ S ⊆ A or x ∈ V (S ∩ A)

⇒ x ∈ V x
A (S).

Then V x
A∩B(S) ⊆ V x

A (S). Hence V x
A ≤ V x

A∩B. Similarly we can prove that V x
B ≤

V x
A∩B.

Lemma 3.2.17. Let (X, V ) be a closure space. Suppose A and B are two subsets

of X such that x ∈ A ∪B. Then V x
A∪B ≤ V x

A and V x
A∪B ≤ V x

B .

Proof. Let S be a subset of X. Then

x ∈ V x
A (S) ⇒ S ⊆ A or x ∈ V (S ∩ A)

⇒ S ⊆ A ∩B or x ∈ V (S ∩ (A ∪B)) since S ∩ A ⊆ S ∩ (A ∪B)

⇒ x ∈ V x
A∪B(S).
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Thus V x
A∪B ≤ V x

A . Similarly we can prove that V x
A∪B ≤ V x

B .

Remark 3.2.18. We have V ≤ V x
A∪B ≤ V x

A ≤ V x
A∩B by Lemma 3.2.16 and

Lemma 3.2.17.

Lemma 3.2.19. Let A and B are subsets of X such that A ∪ B 6= X. Let

x ∈ A∩B. Suppose V is a closure operator on X such that x /∈ V ((X \B)∩A).

Then V x
A ∨ V x

B = V x
A∩B.

Proof. We have by Lemma 3.2.16, V x
A ≤ V x

A∩B and V x
B ≤ V x

A∩B. Therefore we

get V x
A

∨
V x
B ≤ V x

A∩B. Now we have to prove that V x
A∩B ≤ V x

A

∨
V x
B . That

is to prove that (V x
A

∨
V x
B )(S) ⊆ V x

A∩B(S) for every S subset of X. Suppose

x /∈ V x
A∩B(S). Then by the definition of V x

A∩B, we have S ∩ (X \ (A ∩ B)) 6= φ

and x /∈ V (S ∩A∩B). Since x /∈ V (S ∩A∩B) and S ∩A∩B ⊆ S ∩A, we have

x /∈ V (S ∩ A). Similarly x /∈ V (S ∩ B). If S ∩ (X \ A) 6= φ, we get x /∈ V x
A (S).

Similarly if S ∩ (X \ B) 6= φ, x /∈ V x
B (S). This implies that x /∈ (V x

A

∨
V x
B )(S).

Hence V x
A

∨
V x
B = V x

A∩B.

Remark 3.2.20. 1. The Lemma 3.2.19 can be extended to a finite col-

lection of subsets A1, A2, . . . , An of X containing x provided x /∈ V ((X \

Ai) ∩ Aj for i, j = 1, 2, . . . n.

2. The condition that x /∈ V ((X \ B) ∩ A) is necessary to the Lemma 3.2.19

be true.

Example 3.2.21. Let X = {1, 2, 3, 4, 5}. Define V : P (X) → P (X) by
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V (∅) = ∅, V ({1}) = {1, 2, 5}, V ({2}) = {1, 2, 3}, V ({3}) = {2, 3, 4}, V ({4}) =

{3, 4, 5}, V ({5}) = {4, 5, 6} and V (S) = ∪
s∈S
V ({s}). Let A = {1, 2, 3}, B =

{3, 4, 5} and x = 3. We have V ((X\B)∩A) = V ({1, 2}). That is 3 ∈ V ((X\B)∩

A). Let S = {2, 4}. Then V x
A (S) = V (S) = {1, 2, 3, 4, 5} since 3 ∈ V (S ∩ A) =

V ({2}). Similarly V x
B (S) = V (S) = {1, 2, 3, 4, 5} since 3 ∈ V (S ∩ B) = V ({4}).

We have A∩B = {3}. Now V x
A∩B(S) = V (S) \ {3}, since S ∩ (X \ (A∩B)) 6= ∅

and 3 ∈ V (S ∩ A ∩B). That is V x
A∩B(S) 6= (V x

A

∨
V x
B )(S).

Theorem 3.2.22. Let A and B are subsets of X such that A ∪ B 6= X. Let

x ∈ A ∩B. Then V x
A ∧ V x

B = V x
A∪B.

Proof. We have V x
A∪B ≤ V x

A and V x
A∪B ≤ V x

B by Lemma 3.2.16. Hence V x
A∪B ≤

VA,x ∧ VB,x. Now suppose x /∈ V x
(A∪B)(S) ⇒ S ∩ X \ (A ∪ B) 6= ∅ and x /∈

V (S∩ (A∪B))⇒ S∩ (X \A∪X \B) 6= ∅ and x /∈ V (S∩A)∪V (S∩B). That is

S ∩X \A 6= ∅, S ∩X \B 6= ∅, x /∈ V (S ∩A) and x /∈ V (S ∩B). Then x /∈ V x
A (S)

and x /∈ V x
B (S). That is x /∈ V x

A (S) ∪ V x
B (S). Hence V x

A∪B = V x
A ∧ V x

B .

Remark 3.2.23. Theorem 3.2.22 is not true for a finite collection of subsets

of X containing x. That is for subsets A1, A2, . . . , An of X containing x, V x
A1
∧

V x
A2
∧ . . . ∧ V x

An
= V x

A1∪A2∪...∪An .

Next we find out the relation between simple expansion of closure operators

and upper neighbours of closure operators.

Theorem 3.2.24. Let U and V be two closure operators on a set X such that
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U is an upper neighbour of V . Then U is a simple expansion of V at some point

x ∈ X.

Proof. Suppose that U is an upper neighbour of V . Then there exists a subset

A of X such that U(A) ⊂ V (A). Let x ∈ A. Consider the simple expansion of

V by A at x. We have V ≤ V x
A . We prove that V x

A ≤ U . That is to prove that

U(S) ⊆ V x
A (S) for each S ⊆ X.

Case (i) S ⊆ X or x ∈ V (S ∩ A).

In this case V x
A (S) = V (S). Therefore U(S) ⊆ V x

A (S).

Case (ii) S ∩ (X \ A) 6= φ and x /∈ V (S ∩ A).

In this case V x
A (S) = V (S) \ {x}. In order to prove U(S) ⊆ V x

A (S), it is enough

to prove that x /∈ U(S). Since x /∈ V (S ∩ A) and V < U , we have

x /∈ U(S ∩ A) (3.1)

Since A is a V -neighbourhood of x, A is a U -neighbourhood of x. Therefore

A∪(X\S) is a U -neighbourhood of x. This implies that x /∈ U(X\(A∪(X\S))).

That is

x /∈ U(S ∩ (X \ A)) (3.2)

Hence from 3.1 and 3.2, x /∈ U(S). Therefore we get U(S) ⊆ V x
A (S) for each

S ⊆ X. Thus V ≤ V x
A ≤ U . Now by the definition of upper neighbours either

V = V x
A or U = V x

A . Since V 6= V x
A , we have U = V x

A . This completes the

proof.
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Remark 3.2.25. Converse of the Theorem 3.2.24 is not true.

Example 3.2.26. Let X = {a, b, c, d}. Define V : P (X) → P (X) as

V (∅) = ∅, V ({a}) = {a, b}, V ({b}) = {a, b, c}, V ({c}) = {c}, V ({d}) = {a, d}

and V (S) = ∪
s∈S
V ({s}). Now let A = {a} and consider V a

A . Then V a
A({a}) =

{a, b}, V a
A({b}) = {b, c}, V a

A({c}) = {c} and V a
A({d}) = {d}. Thus V a

A is not

an upper neighbour of V , since V 6 U 6 V x
A where U is given by U(∅) = ∅.

U({a}) = {a, b}, U({b}) = {a, b, c}, U({c}) = {c}, U({d}) = {d} and U(B) =

∪
b∈B

V ({b}).

Remark 3.2.27. If V is a topological closure operator, then simple expan-

sion of V by A at a point x need not be a topological closure operator.

Example 3.2.28. Let X = R, A = Z and x = 1. Then C0(Z) = R. Now

Cx
0A(R \Z) = R \ {1}. But Cx

0A(Cx
0A(R \Z)) = Cx

0A(R \ {1}) = C0(R \ {1}) = R.

Here C0 is a topological closure operator, but Cx
0A is not a topological closure

operator.

Now we check when simple expansion of a topological closure operator be-

comes a topological closure operator.

Theorem 3.2.29. Let V be a closure operator on X and let A ⊆ X with x ∈ A

such that V (A) = A and V (X \ {x}) = X \ {x}. Then if V is a topological

closure operator, then V x
A is a topological closure operator.

Proof. Suppose V is a topological closure operator. Then V (V (A)) = V (A) for
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every A ⊆ X. Now suppose that S ⊆ X.

Case (i):S ∩ (X \ A) = ∅.

That is S ⊆ A. In this case V x
A (S) = V (S). Since S ⊆ A, we have V (S) ⊆

V (A) = A. Thus V x
A (V (S)) = V (S) since V (S) ⊆ A. Now V x

A (V x
A (S)) =

V x
A (V (S)) = V (V (S)) = V (S) = V x

A (S).

Case (ii): x ∈ V (S ∩ A).

In this case V x
A (S) = V (S). We have S ⊆ V (S)⇒ S ∩ A ⊆ V (S) ∩ A⇒ V (S ∩

A) ⊆ V (V (S) ∩A). Hence x ∈ V (V (S) ∩A) and therefore V x
A (V x

A (S)) = V x
A (S).

Case (iii): S ∩ (X \ A) 6= ∅ and x /∈ V (S ∩ A).

Then V x
A (S) = V (S) \ {x}. Since S ⊆ V x

A (S), S ∩ (X \ A) 6= ∅ ⇒ V x
A (S) ∩ (X \

A) 6= ∅ and x /∈ V (V x
A (S) ∩ A). Hence x /∈ V x

A (S) ⇒ x /∈ V x
A (V x

A (S)). Thus

V x
A (V x

A (S)) ⊆ V x
A (S). If V is a topological closure operator, V x

A is a topological

closure operator.

Remark 3.2.30. There exists a closure operator V which is not a topolog-

ical closure operator but it has a simple expansion V x
A where V (A) = A which is

topological.

Example 3.2.31. Let X = {a, b, c}. Let V : P (X) → P (X) be defined

as V ({a}) = {a}, V ({b}) = {b, c}, V ({c}) = {c, a} and V (A) = ∪
s∈S
V ({s}).

Then V is a closure operator on X which is not a topological closure operator.

Now consider the simple expansion of V by A = {a} at a. We have V x
A ({a}) =

V ({a}) = {a}, V x
A ({b}) = {b, c}, V x

A ({c}) = V ({c}) \ {a} = {c} and V x
A (S) =

∪
s∈S
V ({s}). Then V x

A is a topological closure operator.
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3.3 Equality of Simple Expansions

In this section we try to solve the equality of simple expansions of a closure

operator by two sets at the same point.

Proposition 3.3.1. Let V be a closure operator on a set X. Let A and B

be subsets of X such that x ∈ A ∩ B. If V x
A ≤ V x

B , then A ∪ B 6= X and

x /∈ V (B ∩ (X \ A)).

Proof. Suppose V x
B (S) ⊆ V x

A (S) for each S ⊆ X. Then V x
B (X\A) ⊆ V x

A (X\A) =

V (X \A) \ {x}. That is x /∈ V x
B (X \A). This implies that (X \A)∩ (X \B) 6= ∅

and x /∈ V (B ∩ (X \ A)). That is A ∪B 6= X and x /∈ V (B ∩ (X \ A)).

Theorem 3.3.2. If V x
A = V x

B , then x /∈ V (A∆B).

Proof. Since V x
A (X \A) = V x

B (X \A)⇒ x /∈ V x
B (X \A). Then X \A∩X \B 6= ∅

and x /∈ V (X \ A ∩ B). Also V x
A (X \ B) = V x

B (X \ B) ⇒ x /∈ V x
A (X \ B).

Then X \ A ∩X \ B 6= ∅ and x /∈ V (X \ B ∩ A). That is X \ A ∩X \ B 6= ∅,

x /∈ V (X \A∩B) and x /∈ V (X \B∩A). Thus x /∈ V ((X \A)∩B)∩((X \B)∩A).

Hence x /∈ V (A∆B).

Remark 3.3.3. The converse of the Theorem 3.3.2 is not true.

Example 3.3.4. Let X = R, A = 2Z, B = 2Z ∩ {1, 3, . . . , 11}. Let x = 2.
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Then x /∈ C0(A∆B). We know that

Cx
0A(S) =


C0(S) \ {2} ; if S ∩ (X \ 2Z) 6= ∅, x /∈ C0(S ∩ 2Z)

C0(S) ; otherwise.

and

Cx
0B(S) =


C0(S) \ {2} ; if S ∩ (X \B) 6= ∅, x /∈ C0(S ∩B)

C0(S) ; otherwise.

We have Cx
0A(X \B) = C0(B) = X, since 2 ∈ C0(X \ (2Z∩{1, 3, . . . , 11})∩ 2Z).

But Cx
0B(X \ B) = C0(X \ B) \ {2}. That is Cx

0A(X \ B) 6= Cx
0B(X \ B). Hence

Cx
0A 6= Cx

0B.

Note 3.3.5. We consider the simple expansion of an infra closure operator

Va,b, a 6= b. We have

Va,b(S) =


∅ ; if S = ∅;

X \ {b} ; S = {a};

X ; otherwise.

We know that if V x
A = V x

B , then x /∈ V (A∆B). Thus if x ∈ V (A∆B), then
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V x
A 6= V x

B by Theorem 3.3.2. We have

Va,b(A∆B) =


∅ ; A∆B = ∅

X \ {b} ; if A∆B = {a},

X ; otherwise.

Thus x ∈ Va,b(A∆B) for every subsets of X A and B with A∆B 6= ∅. If

A∆B = {a}, then x ∈ Va,b(A∆B) for every x 6= b. Thus no two simple expansions

of Va,b by distinct sets A and B by x 6= b are equal if A∆B 6= {a}.

If A∆B = {a}, then V x
a,bA and V x

a,bB are not equal if x = b. Also V b
a,bA ≤ V b

a,bB

or V b
a,bB ≤ V b

a,bA according as A = B ∪ {a} or B = A ∪ {a}.

Theorem 3.3.6. Simple expansions of a closure operator V other than the dis-

crete closure operator D by every subsets of X at every point of X are equal if

and only if it is an ultra closure operator.

Proof. If V is an ultra closure operator, then simple expansions of V by every

subsets of X at every point of X are equal to the discrete closure operator

D. Conversely suppose that simple expansions of V by every subsets of X at

every point of X are equal. If V is not an ultra closure operator, then there

exists V
′

such that V ≤ V
′ ≤ D. That is there exists A ⊆ X such that

V
′
(A) ⊆ V (A). That is there exists x ∈ V (A) such that x /∈ V ′(A). We have

V x
X\A(A) = V (A). Choose a superset B of A such that x ∈ X \ B. Then

A ∩B 6= ∅ and x /∈ V (A ∩ (X \B)). Thus V x
X\B(A) = V (A) \ {x}. Since simple
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expansions are equal, V (A) = V (A) \ {x}. This implies that x /∈ V (A), which is

a contradiction. Hence V is an ultra closure operator.

3.4 Properties of Simple Expansions of Closure

Operators

Note that any expansion of a T0(respectively T1 and T2) space has the same

separation property. But in general properties of a closure operator need not be

shared with its simple expansions. In this section we check under what conditions

do various properties of closure operators like regularity, normality, separability

and connectedness hold for its simple expansion.

Recall the definition of a regular closure space.

Definition 3.4.1. [11] A closure space (X, V ) is said to be regular if

for each point x ∈ X and a subset S of X, such that x /∈ V (S), there exists

neighbourhoods U1 of x and U2 of S such that U1 ∩ U2 = ∅.

Levine N. proved that for a regular topological space (X, τ) and A /∈ τ , simple

expansion of τ , (X, τ(A)) is regular.

Next we analyze regularity property of the simple expansion of a closure

operator.

Theorem 3.4.2. Suppose (X, V ) is a regular closure space and let A ⊆ X such

that V (A) = A. Let x ∈ A. Then (X, V x
A ) is a regular closure space.
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Proof. Suppose (X, V ) is a regular closure space and A ⊆ X such that V (A) =

A. Let S ⊆ X. If S ⊆ A, then V x
A (S) = V (S). Since V ≤ V x

A , every V

neighbourhood is a V x
A neighbourhood of S therefore (X, V x

A ) is regular.

If y 6= x, then y /∈ V x
A (S) implies that y /∈ V (S). Since V is regular, there

exists neighbourhoods U1 of x and U2 of S such that U1 ∩ U2 = ∅. Again, since

every V neighbourhood is a V x
A neighbourhood, V x

A is regular. Now suppose that

x /∈ V x
A (S), by definition of V x

A , S ∩ (X \ A) 6= ∅ and x /∈ V (S ∩ A). Now

x /∈ V (S ∩A) implies that there exists a neighbourhood U of x and W of S ∩A

such that U ∩W = ∅.

We have U and A are V x
A -neighbourhood of x implies that U ∩ A is a neigh-

bourhood of x. Now U ∩A ⊆ A and therefore V x
A (U ∩A) ⊆ V x

A (A) = V (A) = A.

Also U ∩A ⊆ U implies that V x
A (U ∩A) ⊆ V (U). Thus V x

A (U ∩A) ⊆ V (U)∩A.

We have U ∩W = ∅ implies that U ⊆ X \W . Then V (U) ⊆ V (X \W ). Now

X \ V (X \W ) ⊆ X \ V (U).

V (U) ∩ A ⊆ V (U) then X \ V (U) ⊆ X \ (V (U) ∩ A). Thus we have

S ∩ A ⊆ X \ V (X \W ))

⊆ X \ V (U)

⊆ X \ (V (U) ∩ A).

As mentioned above we have V x
A (U ∩ A) ⊆ V (U) ∩ A. Thus X \ V (U) ∩ A ⊆

X \V x
A (U ∩A). Therefore S∩A ⊆ X \V x

A (U ∩A). Now V x
A (U ∩A) = V (U ∩A) ⊆
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V (A) = A. Then S ∩ (X \A) ⊆ (X \A) ⊆ X \ (V x
A (U ∩A)). Hence X \ (U ∩A)

is a neighbourhood of S. Thus U ∩ A is a neighbourhood of x and X \ (U ∩ A)

is a neighbourhood of S. Hence (X, V x
A ) is a regular closure space.

Remark 3.4.3. Let V be a regular closure operator. Suppose A and B

are closed subsets of X. Then A ∪ B is closed. Then VA∪B,x is regular. We

have V (A) = A, V (B) = B. Then A ∩ B ⊆ A ⇒ V (A ∩ B) ⊆ V (A) and

A ∩ B ⊆ B ⇒ V (A ∩ B) ⊆ V (B). Thus V (A ∩ B) ⊆ V (A) ∩ V (B) = A ∩ B.

Hence V (A ∩ B) = A ∩ B. Hence by Theorem 3.4.2 and by Lemma 3.2.19, we

have V x
A

∨
V x
B is regular.

Next we consider the simple expansion of a normal closure operator. The

following is a characterization theorem for a simple extension of a normal topo-

logical space.

Theorem 3.4.4. [29] Let (X, τ) be normal and A /∈ τ , X \ A ∈ τ . Then

(X, τ(A)) is normal if and only if (X \ A, τ ∩ (X \ A)) is normal.

The following is a characterization theorem for normal closure spaces in [11].

Theorem 3.4.5. [11] A closure space (X, V ) is said to be normal if and only

if the following conditions are satisfied.

(i). If S1, S2 are subsets of X such that V (S1) ∩ V (S2) = ∅, then S1 and S2 are

separated.

(ii). If x ∈ X and S ⊆ X are such that V ({x}) ∩ V (S) 6= ∅, then x ∈ V (S).
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Theorem 3.4.6. Suppose (X, V ) be a normal closure space. Let A ⊆ X such

that x ∈ A and V ({x}) = {x}. Consider the simple expansion V x
A . Then (X, V x

A )

is a normal closure space.

Proof. Suppose (X, V ) is a normal closure space. Then we have V (S1)∩V (S2) =

∅, implies that S1 and S2 are separated. Now suppose that V x
A (S1) ∩ V x

A (S2) =

∅. Then V x
A (S1) ⊆ X \ V x

A (S2) and V x
A (S2) ⊆ X \ V x

A (S1). Then X \ S1 is

a neighbourhood of S2 and X \ S2 is a neighbourhood of S1. Hence S1 and

S2 are separated. Now we have to prove that V x
A ({y}) ∩ V x

A (S) 6= ∅ implies

that y ∈ V x
A (S). Suppose y 6= x, V x

A ({y}) ∩ V x
A (S) 6= ∅, S ⊆ X. We have

V x
A ({y}) = V ({y}) or V x

A ({y}) = V ({y}) \ {x}. Since V is normal, this implies

that y ∈ V (S). Next consider the case when y = x. Then V x
A ({x}) = V ({x}) by

definition and by assumption V x
A ({x}) = {x}. If V x

A ({x}) ∩ V x
A (S) 6= ∅ implies

that {x} ∩ V x
A (S) 6= ∅. Then x ∈ V x

A (S). Hence (X, V x
A ) is normal.

Theorem 3.4.7. [29] Let (X, τ) be separable and A /∈ τ . Then (X, τ(A)) is

separable if and only if (A, τ ∩ A) is separable.

Theorem 3.4.8. Let (X, V ) be a closure space. Let x ∈ X and A ⊆ X such

that x ∈ A. Then (X, V ) is separable if and only if (X, V x
A ) is separable.

Proof. Suppose (X, V x
A ) is separable. Then there exists a countable set S of X

such that V x
A (S) = X. Since V x

A (S) ⊆ V (S), we have V (S) = X. Hence (X, V )

is separable.
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Conversely let (X, V ) be separable. Let S ⊆ X such that S is countable and

V (S) = X. If S ⊆ A, then V x
A (S) = V (S) = X and if x ∈ V (S ∩ A), then

V x
A (S) = V (S) = X. Now suppose that S ∩ X \ A 6= ∅ and x /∈ V (S ∩ A),

then V x
A (S) = V (S) \ {x} = X \ {x}. Now consider the set S ∪ {x}. We have

V x
A (S ∪ {x}) = V x

A (S) ∪ V x
A ({x}) = X \ {x} ∪ V ({x}) = X. Thus (X, V x

A ) is

separable.

Next we check simple expansion of a connected closure space.

Definition 3.4.9. [11] A subset S of a closure space (X, V ) is said to

be connected if S is not the union of two non empty semi separated subsets of

(X, V ). That is S = S1 ∪S2, (V (S)∩S2)∪ (S1 ∩ V (S2)) = ∅ implies that S1 = ∅

or S2 = ∅.

Example 3.4.10. Let X = Z, A = {1, 2, . . . , n} and x = 2. Then C2
0A(Z \

{2}) = Z\{2} since Z\{2}∩Z\{1, 2, . . . , n} 6= ∅ and 2 /∈ C0(Z\{2}∩A). Then

Z = {2} ∪ Z \ {2}. And {2} ∩ C2
0A(Z \ {2}) = ∅ and C0({2}) ∩ (Z \ {2}) = ∅.

That is (X,C0) is connected but (X,C2
0A) is not connected.

Theorem 3.4.11. Let (X, V ) be a closure space. Let A ⊆ X be such that x ∈ X.

If (X \ A, V |X\A) is connected, then (X, V x
A ) is connected.

Proof. suppose that (X \ A, V |X\A) is connected. Assume that X = X1 ∪ X2

such that V x
A (X1) ∩ X2 = ∅ and X1 ∩ V x

A (X2) = ∅. We have V x
A (S) = V (S) or

V x
A (S) = V (S) \ {x} for every S ⊆ X.
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Case (i): V x
A (X1) = V (X1) and V x

A (X2) = V (X2).

In this case V (X1) ∩ X2 = ∅ and X1 ∩ V (X2) = ∅. This implies that V (X1) ∩

X \ A ∩X2 = ∅ and X1 ∩ V (X2) ∩X \ A = ∅. Thus by assumption X1 = ∅ or

X2 = ∅.

Case (ii): V x
A (X1) = V (X1) \ {x} and V x

A (X2) = V (X2).

In this case V (X1) \ {x} ∩X \ A ∩X2 = ∅ and X1 ∩ V (X2) ∩X \ A = ∅. This

implies that V (X1)∩X \A∩X2 = ∅ and X1 ∩ V (X2)∩X \A = ∅, since x ∈ A.

Hence by assumption X1 = ∅ or X2 = ∅.

Case (iii): V x
A (X1) = V (X1) and V x

A (X2) = V (X2) \ {x}.

Then V (X1) ∩X2 = ∅ and X1 ∩ V (X2) \ {x} = ∅, which implies that V (X1) ∩

X \ A ∩ X2 = ∅ and X1 ∩ V (X2) \ {x} ∩ X \ A = ∅. Since x ∈ A, we have

V (X1) ∩X \A ∩X2 = ∅ and X1 ∩ V (X2) ∩X \A = ∅. Thus X1 = ∅ or X2 = ∅.

Case (iv): V x
A (X1) = V (X1) \ {x} and V x

A (X2) = V (X2) \ {x}.

In this case also since x ∈ A, V (X1)∩X \A∩X2 = ∅ and X1∩V (X2)∩X \A = ∅.

So X1 = ∅ or X2 = ∅ by assumption.

3.5 Countable Expansions of Closure Operators

Borges C. J. R. introduced the concept of infinite extensions of topologies and

proved that most of the results which hold for simple extensions also hold for

countably infinite extensions [9]. Now let us look at the expansion of a closure

operator by a countable collection of subsets of X.
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Definition 3.5.1. [9] Let (X, τ) be a topological space and F = {τ(Aα) :

α ∈ L} be a family of simple extensions of τ . Then Λ is the F -extension of τ if

Λ is the smallest topology on X which contains τ(Aα) for each α ∈ L.

Before going to the countable expansions of a closure operator we have to

define a closure operator of the form V(A1,A2,...,x), where A1, A2, . . . are subsets of

X and x ∈ Ai for each i. In section 3.2, we remarked that Theorem 3.2.6 is not

true for an infinite collection of subsets of X. This is the motivation for defining

V(A1,A2,...,x).

Definition 3.5.2. Let A1, A2, . . . be a collection of subsets of X such that

x ∈ An for every n ∈ N. Define

V(A1,A2,...,x)(S) =


∅ ; S = ∅

X \ {x} ; S 6= ∅ and S ⊆ X \ Ai for some i

X ; otherwise.

Then V(A1,A2,...,x) is a closure operator on X.

Remark 3.5.3. Suppose x /∈ V(Ai,x)(S). Then S ⊆ X \ Ai. Hence x /∈

V(A1,A2,...,x)(S). Thus V(A1,A2,...,x)(S) ⊆ V(Ai,x)(S). So V(Ai,x) ≤ V(A1,A2,...,x).

Theorem 3.5.4. Let A1, A2, . . . be a collection of subsets of X such that x ∈ An

for every n ∈ N. Then V(A1,A2,...,x) =
∞∨
i=1

V(Ai,x).

Proof. We have V(Ai,x) ≤ V(A1,A2,...,x) for i = 1, 2, . . .. Therefore
∞∨
i=1

V(Ai,x) ≤

V(A1,A2,...,x). Let x ∈
∞∨
i=1

V(Ai,x)(S). Then for every finite sub cover {S1, S2, . . . , Sn}

of S there exists Sj such that x ∈ V(Ai,x)(Sj), i = 1, 2, . . .. Thus S is not contained
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in (X \ Ai) for any Ai. Therefore x ∈ V(A1,A2,...,x)(S).

Definition 3.5.5. Let (X, V ) be a closure space. Let x ∈ X and A1, A2, . . .

be a countable collection of subsets containing x. Then the countable expansion

of V by A1, A2, . . . is given by V
∨
V(A1,A2,...,x) and is denoted by V x

A1,A2,...
.

Remark 3.5.6. Suppose x /∈ V(Ai,x)(S) ⇒ S ⊆ X \ Ai. Thus x /∈

V(A1,A2,...,x)(S). Thus V(A1,A2,...,x)(S) ⊆ V(Ai,x)(S). Therefore V(Ai,x) ≤ V(A1,A2,...,x),

which implies that V x
Ai
≤ V x

A1,A2,...
.

Theorem 3.5.7. Suppose A1, A2, . . . be subsets of X such that x ∈ Ai for i =

1, 2, . . .. Then V x
A1,A2,...

= V if and only if x /∈ V (X \ Ai) for any i.

Proof. V x
A1,A2,...

= V ⇒ V (S) ∩ V(A1,A2,...,x)(S) = V (S) ⇒ V (S) ⊆ V(A1,A2,...,x)(S)

for each S ⊆ X. Then V (X \ Ai) ⊆ V(A1,A2,...,x)(X \ Ai) = X \ {x} for each i.

Thus x /∈ V (X \ Ai) for any i. Conversely suppose that x /∈ V (X \ Ai) for any

i. Then V (X \ Ai) ⊆ V x
A1,A2,...

(X \ Ai).

Next we check when countable expansion of a topological closure operator

becomes a topological closure operator. For that first we have to prove the

following Proposition.

Proposition 3.5.8. Let V1 and V2 be two topological closure operators on a set

X. Then V1 ∨ V2 is a topological closure operator on X.

Proof. Since V1 and V2 are topological, V1(V1(A)) = V1(A) and V2(V2(A)) =

V2(A). We have V1 ∨ V2(V1 ∨ V2(S)) = V1 ∨ V2(V1(S) ∩ V2(S)) =
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V1(V1(S)∩V2(S))∩V2(V1(S)∩V2(S)) ⊆ V1((V1(S)∩V2(S))) ⊆ V1(V1(S)) = V1(S).

Similarly V1 ∨ V2(V1 ∨ V2(S)) ⊆ V2(V1(S) ∩ V2(S)) ⊆ V2(V2(S)) = V2(S). Thus

V1 ∨ V2(V1 ∨ V2(S)) ⊆ V1(S) ∩ V2(S) = (V1 ∨ V2)(S) for each S ⊆ X. Also

(V1∨V2)(S) ⊆ V1∨V2(V1∨V2(S)). Hence V1∨V2 is topological closure operator.

Theorem 3.5.9. Suppose A1, A2, . . . be a countable collection of subsets of X

such that x ∈ Ai for each i. Then V(A1,A2,...,x) is topological if and only if Ai = {x}

for some i.

Proof. Suppose V(A1,A2,...,x) is topological. Then V(A1,A2,...,x)(V(A1,A2,...,x)(S)) =

V(A1,A2,...,x)(S). If S ⊆ X \ Ai for some i, then V(A1,A2,...,x)(V(A1,A2,...,x)(S)) =

V(A1,A2,...,x)(X \ {x}) = X \ {x}. This implies that X \ {x} ⊆ Ai for some

i. That is Ai = {x} for some i. Conversely suppose that Ai = {x} for some

i. Then V(A1,A2,...,x)(X \ {x}) = X \ {x}. Hence V(A1,A2,...,x)(V(A1,A2,...,x)(S) =

V(A1,A2,...,x)(S).

Theorem 3.5.10. Suppose that V is a topological closure operator on X. Let

A1, A2, . . . be subsets of X such that x ∈ Ai for each i. Then the countable

expansion of V by A1, A2, . . . at x is a topological closure operator if Ai = {x}

for some i.

Proof. Suppose Ai = {x} for some i. Then by Theorem 3.5.9, we have V(A1,A2,...,x)

is topological. The countable expansion V x
A1,A2,...

of V by A1, A2, . . . at x is
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V ∨ V(A1,A2,...,x). Since V and V(A1,A2,...,x) is topological, V x
A1,A2,...

is topological by

Proposition 3.5.8.

Proposition 3.5.11. Suppose V x
Ai

is regular for each i = 1, 2, . . .. Then V x
A1,A2,...

is regular.

Proof. Suppose x /∈ V x
A1,A2,...

(S) ⇒ x /∈ V(A1,A2,...,x)(S) or x /∈ V (S) ⇒ x /∈

V(Ai,x)(S) or x /∈ V (S) ⇒ x /∈ V x
Ai

(S) or x /∈ V (S). Since V x
Ai

is regular, there

exist a neighbourhood U of x and a neighbourhood W of S such that U ∩W = ∅.

By Remark 3.5.6 and since every V x
Ai

-neighbourhood is a V x
A1,A2,...

-neighbourhood,

we can conclude that V x
A1,A2,...

is a regular closure operator.

Corollary 3.5.12. Suppose V is a regular closure operator on X and A1, A2, . . .

are closed subsets of X containing x, then V x
A1,A2,...

is regular.

Proof. By Theorem 3.4.2, each V x
Ai

is regular. Then by Theorem 3.5.11, V x
A1,A2,...

is regular.

Next we compare the separability property of a closure operator with its

countable expansion.

Theorem 3.5.13. Let (X, V ) be a closure space. Let A1, A2, . . . are subsets of X

containing x. Then (X, V ) is separable if and only if (X, V x
A1,A2,...

) is separable.

Proof. Suppose (X, V x
A1,A2,...

) is separable. Then there exists a countable set S

of X such that V x
A1,A2,...

(S) = X. Since V x
A1,A2,...

(S) ⊆ V (S), we have V (S) = X.

Hence (X, V ) is separable.
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Conversely let (X, V ) be separable. Let S ⊆ X such that S is countable and

V (S) = X. V x
A1,A2,...

(S) = V (S) ∩ V(A1,A2,...,x)(S). If V x
A1,A2,...

(S) = V (S), then S

itself is a countable dense subset of X and therefore (X, V x
A1,A2,...

) is separable.

We have x /∈ V x
A1,A2,...

(S) if and only if S ⊆ X \ Ai for some i. Then consider

the set S ∪ {x}. Now V x
A1,A2,...

(S ∪ {x}) = X. Thus S ∪ {x} is a countable dense

subset of X. Therefore (X, V x
A1,A2,...

) is separable.
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Chapter 4
Group of Closure Isomorphisms

4.1 Introduction

In this chapter we investigate some problems related to the group of closure

isomorphisms of Čech closure spaces. Ramachandran P. T. proved that no proper

nontrivial normal subgroups of the group of all permutations of a set X can be

represented as the group of homeomorphisms of (X,T ) for any topology T on

X [32,34]. A permutation groupK onX is said to be t-representable onX if there

exists a topology T on X such that the group H(X,T ) of homeomorphisms of

(X,T ) is K [40]. In [39–41], Sini P. studied the t-representability of permutation

groups in detail. Here we consider an analogous problem in Čech closure spaces.

85



4.2. On c-representability of Subgroups of S(X)

4.2 On c-representability of Subgroups of S(X)

In this section we define c-representability of a permutation group and de-

termine c-representability of some subgroups of S(X). We know that the set of

all open subsets of (X, V ) form a topology on X called the topology associated

with the closure operator V . If T is the topology associated with V , then ev-

ery closure isomorphism of (X, V ) is a homeomorphism of (X,T ). That is the

group of closure isomorphisms of (X, V ) denoted by CI(X, V ) is a subgroup of

H(X, T ), where H(X, T ) is the group of all homeomorphisms of (X, T ) and

the inclusion is proper.

Example 4.2.1. Let X = {1, 2, . . .}. Define V : P (X)→ P (X) by V (∅) =

∅, V ({k}) = {1, 2, 3, . . . , k, k + 1} and V (A) =
⋃
k∈A

V ({k}) for every A ⊆ X.

Then T = {∅, X} is the topology associated with V . Here CI(X, V ) = {I} and

H(X, T ) = S(X).

Analogous to the concept of t-representability of permutation groups we de-

fine the c-representability of permutation groups as follows.

Definition 4.2.2. A subgroup H of S(X) is called c-representable on X if

there exists a closure operator V on X such that CI(X, V ) = H.

Theorem 4.2.3. Let X be a set. If a permutation group H is t-representable on

X, then H is c-representable on X.

Proof. Suppose H is a t-representable permutation group on X. Then there
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4.2. On c-representability of Subgroups of S(X)

exists a topology T on X such that H(X,T ) = H. Consider the closure operator

V associated with T . That is V (A) = Ā, where Ā denote the topological closure

of A, A ⊆ X. Let h ∈ CI(X, V ). Then h(V (A)) = V (h(A)) for every A ⊆ X.

Since h(V (A)) = h(Ā) ⊆ h(A) = V (h(A)). Hence h is continuous on (X,T ).

Similarly V (h(A)) ⊆ h(V (A)) for every A ⊆ X ⇒ h−1V (h(A)) ⊆ V (h−1(h(A))).

Hence h−1 is continuous. Thus CI(X, V ) ⊆ H. Now let h be a homeomorphism

on (X,T ). Then h is continuous on (X,T ). Then h(V (A)) ⊆ V (h(A)) and

since h−1 is continuous on X and so h−1(V (h(A))) ⊆ V (h−1(h(A))). Hence

V (h(A)) ⊆ h(V (A)). Thus h(V (A)) = V (h(A)) for every A ⊆ X. Hence h is a

closure isomorphism. That is H ⊆ CI(X, V ). Thus CI(X, V ) = H.

Remark 4.2.4. The converse of the Theorem 4.2.3 is not true. A permu-

tation group which is c-representable on a set X need not be t-representable on

X.

Example 4.2.5. Let X = {1, 2, 3}. Define V : P (X)→ P (X) by V (∅) = ∅

, V ({1}) = {1, 2} , V ({2}) = {2, 3}, V ({3}) = {3, 1} and V (A) =
⋃
x∈A

V ({x}) for

each A ⊂ X. Then CI(X, V ) = {I, (1, 2, 3), (1, 3, 2)} = A(X) and hence A(X)

is c-representable on X. We know that there is no topology T on X such that

H(X,T ) = A(X) [32, 34].

Next we prove a property of c-representable permutation groups.

Theorem 4.2.6. Let X be any set and H be a subgroup of S(X). Then H is

c-representable if and only if its conjugate is c-representable on X.
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4.2. On c-representability of Subgroups of S(X)

Proof. Let H be a c-representable permutation group on X. Then there exists

a closure operator V on X such that CI(X, V ) = H. Let p ∈ S(X). Define

V
′

: P (X) → P (X) as V
′
(A) = p−1(V (p(A))), A ⊆ X. Let h ∈ CI(X, V ) and

p ∈ S(X). Then h(V (A)) = V (h(A)) for every A ⊆ X.

Then

h ∈ CI(X, V )⇒ h(V (p(A))) = V (h(p(A))) for every A ⊆ X

⇒ pp−1h(V (p(A))) = V (h(p(A))) for every A ⊆ X

⇒ p−1hV (p(A)) = p−1V h(p(A)) for every A ⊆ X

⇒ p−1hp[p−1V (p(A))] = p−1(V (p(p−1hp(A)))) for every A ⊆ X

⇒ p−1hp(V
′
(A)) = V

′
(p−1hp(A)) for every A ⊆ X

⇒ p−1hp ∈ CI(X, V
′
).

That is p−1Hp ⊆ CI(X, V
′
).

Suppose that h
′ ∈ CI(X, V

′
). To prove that h

′ ∈ p−1Hp. That is to prove

that there exists h ∈ H such that h
′

= p−1hp. Thus it is enough to prove

that ph
′
p−1 is a closure isomorphism of (X, V ). Since h

′ ∈ CI(X, V
′
), we have

h
′
V
′
(p−1(A)) = V

′
h
′
(p−1(A)). From the definition of V

′
,

h
′
V
′
(p−1(A)) = V

′
h
′
(p−1(A))⇒ h

′
p−1V (p(p−1(A))) = p−1V (p(h

′
(p−1(A))))

⇒ ph
′
p−1V (A) = V (p(h

′
(p−1(A))))

⇒ ph
′
p−1 ∈ CI(X, V ).
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4.2. On c-representability of Subgroups of S(X)

Thus CI(X, V
′
) = p−1Hp. Hence the theorem.

Remark 4.2.7. Theorem 4.2.6 says that while determining the c-representability

of subgroups of S(X), it is enough to consider the c-representability of conjugacy

classes of subgroups of S(X).

Let us look at the definition of direct sum of permutation groups.

Definition 4.2.8 ( [40]). Let {Xi}i∈I be an arbitrary family of mutually

disjoint sets and Hi be a subgroup of S(Xi) for every i ∈ I. Then the direct

sum of permutation groups {Hi, i ∈ I} is the permutation group
⊕
i∈I
Hi on X =⋃

i∈I
Xi whose elements are ⊕

i∈I
hi where hi ∈ Hi and the action of ⊕

i∈I
hi is given by

⊕
i∈I
hi(x) = hi(x) if x ∈ Xi, i ∈ I.

Theorem 4.2.9. Let X be any set and Y ⊆ X. If H is a c-representable per-

mutation group on Y , then the permutation group {IX\Y }⊕H is c-representable

on X, where IX\Y denotes the identity permutation on X \ Y .

Proof. Since H is c-representable on Y , there exists a closure operator V1 on

Y such that CI(X, V1) = H. Let Z = X \ Y . If Z = ∅, there is nothing to

prove. Suppose Z 6= ∅. By the well ordering theorem, well order the set Z by

the order relation <. We can use the ordinals to index the members of Z. Let

x0 be the first element of Z and x1 be the first element of Z \ {x0}. In general

xα denotes the first element of Z \ {x ∈ Z : x < xα} provided {x ∈ Z : x < xα}

is non-empty. Then define V2 : P (Z)→ P (Z) as V2(A) = ∪
xα∈A

V2(xα) for A ⊆ Z
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4.2. On c-representability of Subgroups of S(X)

where V2(xα) = Z \ {x ∈ Z : x < xα}. Then V2 is a closure operator on Z.

Consider X as X = Y ∪ Z. Let A ⊆ X. then A = A1 ∪ A2 where A1 = A ∩ Y

and A2 = A ∩ Z. Define V : P (X)→ P (X) as follows:

V (A) =


∅ ; if A = ∅

V1(A1) ; if A2 = ∅

Y ∪ V2(A2) ; if A2 6= ∅.

We have to prove that V is a closure operator on X.

Let A ⊆ X. If A = ∅, then there is nothing to prove. Now suppose that

A 6= ∅. We have A = A1 ∪ A2. If A2 = ∅, then V (A) = V1(A) and hence

A ⊆ V (A). If A2 6= ∅, V (A) = Y ∪ V2(A2). Then clearly A ⊆ V (A).

Let A,B ⊆ X. A = A1∪A2, B = B1∪B2, where A1, B1 ⊆ Y and A2, B2 ⊆ Z.

Case (i): A2 = ∅, B2 = ∅

In this case A, B ⊆ Y and hence V (A) = V1(A1) and V (B) = V1(B1). Then

V (A ∪B) = V1(A1 ∪B1) = V1(A1) ∪ V1(B1) = V (A) ∪ V (B).

Case (ii): A2 6= ∅, B2 = ∅ Then V (A) = Y ∪ V2(A2), V (B) = V1(B1).

Now

V (A) ∪ V (B) = Y ∪ V2(A2) ∪ V1(B1)

= Y ∪ V2(A2), since V1(B1) ⊆ Y.
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4.2. On c-representability of Subgroups of S(X)

and

V (A ∪B) = V [(A1 ∪B1) ∪ (A2 ∪B2)]

= Y ∪ V2(A2 ∪B2)

= Y ∪ V2(A2)

Hence V (A ∪B) = V (A) ∪ V (B).

Case (iii): A2 = ∅, B2 6= ∅.

Similar to Case (ii).

Case (iv): A2 6= ∅, B2 6= ∅

Here V (A) = Y ∪ V2(A2) and V (B) = Y ∪ V2(B2). Then

V (A ∪B) = Y ∪ V2(A2 ∪B2)

= Y ∪ V2(A2) ∪ V2(B2)

= [Y ∪ V2(A2)] ∪ [Y ∪ V2(B2)]

= V (A) ∪ V (B).

Thus V is a closure operator on X.

Next we claim that CI(X, V ) = {IZ} ⊕ Y . Let f = IZ ⊕ h ∈ {IZ} ⊕ H

and A ⊆ X. Then we have to show that V (f(A)) = f(V (A)). Now V (f(A)) =

V (f(A1 ∪ A2)) = V (A1 ∪ h(A2)) = V (A1 ∪ h(A2)). Since A = A1 ∪ A2, we

consider the following cases.
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4.2. On c-representability of Subgroups of S(X)

Case (i): A2 = ∅

Then V (f(A)) = V (h(A1)) = V1(h(A1)). Now f(V (A)) = f(V1(A1)) = h(V1(A1)) =

V1(h(A1)). Hence V (f(A)) = f(V (A)).

Case (ii): A2 6= ∅

Then V (f(A)) = V (h(A1) ∪ A2) = Y ∪ V2(A2).

Now f(V (A)) = f(V (A1 ∪ A2))

= f(Y ∪ V2(A2))

= h(Y ) ∪ V2(A2) = Y ∪ V2(A2).

Thus f(V (A)) = V (f(A)), for every A ⊆ X. Hence {IZ} ⊕H ⊆ CI(X, V ).

Now let f ∈ CI(X, V ). Then V (X \ {x0}) = X \ {x0}. Hence {x0} is open

in X. Then f({x0}) is open in X. Since the only one point set open in X is

{x0}, f(x0) = x0. Also V (X \ {x0, x1}) = X \ {x0, x1}. That is {x0, x1} is open

in X. Therefore f({x0, x1}) is open in X. Since the only two point set which is

open in X is {x0, x1}, we have f({x1})) = x1. Let xα be any element of Z such

that f(x) = x for every x < xα. If xα has no immediate successor, then xα is

the last element of Z. Since V (Y ) = V1(Y ) = Y , we have Z is open in X and

hence f(Z) is open in X. Thus f(Z) = (Z \ {xα})∪ {f(xα)} which implies that

f(xα) = xα.

If xα has an immediate successor xβ, then V (X \ {x ∈ Z : x < xβ}) =

X \ {x ∈ Z : x < xβ}. This implies that U = {x ∈ X \ Y : x < xβ} is an open
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set. Then f(U) = {x ∈ Z : x < xβ}∪{f(xα)}. By the definition of V , f(U) = U

and hence f(xα) = xα. Thus we get f |Z = IZ .

Since f is a closure isomorphism, f(V (A)) = V (f(A)) for every A ⊆ X. If

A ⊆ Y , then f(V (A)) = f(V1(A)) = f |Y (V1(A)). Since f is a bijection on X

and f |Z = IZ , we have f(A) ⊆ Y and hence V (f(A)) = V1(f(A)) = V1(f |Y (A)).

Therefore f |Y (V1(A)) = V1(f |Y (A)). Thus we have f |Y ∈ H. That is f = IZ⊕h,

where h = f |Y ∈ H. Since Z = X\Y it follows that CI(X, V ) = {IX\Y }⊕H.

Remark 4.2.10. By Theorem 4.2.9, in order to determine the c-representability

of permutation groupH on a setX, we have to consider only the c-representability

on the set of all points which are moved by the permutations of H.

4.3 c-representability of Dihedral Group Dn

Sini P. proved that the Dihedral group Dn is not t-representable for n ≥ 5 [40].

Here we check the c-representability of the Dihedral group Dn.

Definition 4.3.1. [16] For n ≥ 3, the Dihedral group Dn is defined as the

rigid motions of the plane preserving a regular n-gon with the operations being

composition. The order of the Dihedral group Dn is 2n.

Theorem 4.3.2. The Dihedral group Dn is c-representable.

Proof. Let X = {a1, a2, . . . , an}. Define V : P (X) → P (X) as V (ak) =
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{ak, ak⊕1, ak⊕(n−1)}, V (A) = ∪
ak∈A

V ({ak}) for each A ⊆ X. The generators of

the Dihedral group Dn on X = {a1, a2, . . . , an} are the cycle p = (a1, a2, . . . , an)

and

s =

a1 a2 a3 . . . ak . . . an−1 an

a1 an an−1 . . . an+2−k . . . a3 a2

.

We have p(V (a1)) = p({an, a1, a2}) = {a1, a2, a3}. Also V (p({a1})) = V ({a2}) =

{a1, a2, a3}. That is p(V (a1)) = V (p({a1})).

Similarly p(V (ak)) = p({ak, ak⊕1, ak⊕(n−1)}) = {ak⊕1, ak⊕2, ak⊕n} and V (p({ak})) =

V ({ak⊕1}) = {ak⊕1, ak⊕2, ak⊕n}. Thus p(V (ak)) = V (p({ak})) for k = 1, 2, . . . , n.

Thus p is a closure isomorphism of (X, V ). Next we prove that s is a closure iso-

morphism. Then s(V ({a1})) = s({a1, a2, an}) = {a1, an, a2} and V (s({a1})) =

V ({a1}) = {a1, a2, an}. That is s(V ({a1})) = V (s({a1})). Now s(V ({ak})) =

s({ak, ak⊕1, ak⊕(n−1)}) = {an+2−k, an+2−(k⊕1), an+2−(k⊕(n−1))} and V (s({ak})) =

V ({an+2−k) = {an+2−k, an+2−(k⊕1), an+2−(k⊕(n−1))}). Hence s ∈ CI(X, V ). Then

every element of Dn is a closure isomorphism. That is

Dn ⊆ CI(X, V ) (4.1)

Now suppose that h ∈ CI(X, V ). Then h(V ({a1}) = V (h({a1})). Suppose

h(a1) = ak. Then h(V ({a1}) = h({a1, a2, an}) = {ak, h(a2), h(ak). And

V (h({a1})) = V ({ak}) = {ak, ak⊕1, ak⊕(n−1)}. Then h(a2) is either ak⊕1 or

ak⊕(n−1), and h(an) is either ak⊕1 or ak⊕(n−1)
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4.4. On c-representability of Direct Sum of Permutation Groups

Case (i): h(a2) = ak⊕1 and h(an) = ak⊕(n−1).

Since h is a closure isomorphism, V (h(a2)) = h(V ({a2})). But V ({ak⊕1}) =

{ak⊕1, ak, ak⊕2} and h(V ({a2})) = h({a1, a2, a3}). This implies that h(a3) = ak⊕2

and h(an−1) = ak⊕n−2. That is

h =

a1 a2 a3 . . . an−1 an

ak ak⊕1 ak⊕2 . . . ak⊕(n−2) ak⊕(n−1)

 = pk−1. Hence h ∈ Dn.

Case (ii): h(a2) = ak⊕(n−1) and h(an) = ak⊕1.

In this case h(a3) = ak⊕(n−2) and h(an−1) = ak⊕2.

Hence h = (a1, ak)(a2, ak⊕(n−1)) · · · (an, ak⊕1)(an−1, ak⊕2). Then h = pn−ks ∈ Dn.

Hence

CI(X, V ) ⊆ Dn (4.2)

From 4.1 and 4.2, Dn = CI(X, V ). This completes the proof.

4.4 On c-representability of Direct Sum of Per-

mutation Groups

In this section we investigate the c-representability of a direct sum of finite

permutation groups .

Theorem 4.4.1. Let {(Xi, Vi)}i∈I be an arbitrary family of disjoint closure

spaces where each Xi is finite and Hi be c-representable subgroup of S(Xi) for

i ∈ I. Then
⊕
i∈I
Hi is c-representable on X =

⋃
i∈I
Xi.
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Proof. By assuming axiom of choice, well order the set I. For each A ⊆ X, let

Ai = A ∩ Xi. Then A =
⋃
i∈I
Ai. Let I

′
= {i ∈ I : Ai 6= ∅} and i0 be the first

element of I
′
. In order to define a closure operator V on X, we define V (A),

A ⊆ X as follows.

V (A) =


∅ ; if A = ∅

( ∪
i>i0

Xi) ∪ Vi0(Ai0) ; if A 6= ∅.

First of all we have to verify that V is a closure operator on X. Let x ∈ A,

then x ∈ Ai for some i. Then i0 ≤ i. If i 6= i0, Xi ⊂ V (A), then x ∈ V (A). If

i = i0, x ∈ Ai0 . Then x ∈ Vi0(Ai0) and hence x ∈ V (A). Thus A ⊆ V (A).

Let A,B ⊆ X. We have A = ∪
i∈I
Ai and B = ∪

j∈I
Bj. Let I

′
A = {i ∈ I : Ai 6= ∅}

and I
′
B = {j ∈ I : Bj 6= ∅}. Let i0 and j0 be first element of I

′
A and I

′
B

respectively.

Case (i): i0 = j0

V (A) = ( ∪
i>i0

Xi) ∪ Vi0(Ai0) and V (B) = ( ∪
i>i0

Xi) ∪ Vi0(Bi0). Then

V (A ∪B) = ( ∪
i>i0

Xi) ∪ Vi0(Ai0 ∪Bi0)

= ( ∪
i>i0

Xi) ∪ (Vi0(Ai0) ∪ Vi0(Bi0))

= (( ∪
i>i0

Xi) ∪ Vi0(Ai0))
⋃

(( ∪
i>i0

Xi) ∪ Vi0(Bi0))

= V (A) ∪ V (B).
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Case (ii): i0 6= j0

Then either i0 > j0 or i0 < j0. Suppose that i0 > j0. V (A) = ( ∪
i>i0

Xi) ∪

Vi0(Ai0) and V (B) = ( ∪
j>j0

Xj) ∪ Vj0(Bj0). Then V (A) ⊂ V (B) and so

V (A) ∪ V (B) = V (B). Now

V (A ∪B) = ∪
j>j0

Xj ∪ Vj0(Aj0 ∪Bj0)

= ∪
j>j0

Xj ∪ (Vj0(Aj0) ∪ Vj0(Bj0))

= ∪
j>j0

Xj ∪ Vj0(Bj0)

= V (B).

Hence V (A ∪B) = V (A) ∪ V (B).

Thus V is a closure operator on X.

Next we have to prove that CI(X, V ) =
⊕
i∈I
Hi. Let h ∈ ⊕

i∈I
Hi. For A 6= ∅,

h(V (A) = h(( ∪
i>i0

Xi) ∪ Vi0(Ai0))

= h( ∪
i>i0

Xi) ∪ h(Vi0(Ai0))

= ( ∪
i>i0

Xi) ∪ hi0(Vi0(Ai0))

= ∪
i>i0

Xi ∪ Vi0(hi0(Ai0))

= V (h(A)).

Hence
⊕
i∈I
Hi ⊆ CI(X, V ).
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Now let h be a closure isomorphism on X. Suppose h(Xα0) 6= Xα0 where α0

is the first element of I. Then there exists x ∈ Xα0 such that h(x) /∈ Xα0 or

there exists x /∈ Xα0 such that h(x) ∈ Xα0 . Without loss of generality we can

assume that x ∈ Xα0 such that h(x) /∈ Xα0 . Then h(x) ∈ Xj for some j > α0.

We have V ( ∪
i>α0

Xi) = ∪
i>α0

Xi. Therefore Xα0 is open in X. Since h is a closure

isomorphism, h(Xα0) is open in X. We have h(x) ∈ h(Xα0) but h(x) /∈ Xα0 .

Then |Xα0| < |h(Xα0)|, since Xα0 is finite. This is a contradiction, since h is

injective. So h(Xα0) = Xα0 .

Now assume that h(Xj) = Xj for every j ∈ I such that j < i. To show

that h(Xi) = Xi. Suppose h(Xi) 6= Xi. Then there exists x ∈ Xi such that

h(x) /∈ Xi. This implies that h(x) ∈ Xl for some l > i. Now consider ∪
k>i
Xk.

Since V ( ∪
k>i
Xk) = ∪

k>i
Xk, then ∪

k>i
Xk is closed. Then ∪

k≤i
Xk is open in X and

hence h( ∪
k≤i
Xk) is open in X. Now h( ∪

k≤i
Xk) = ∪

k<i
Xk ∪ h(Xi). Since x ∈ Xi and

h(x) ∈ h(Xi) and Xi is finite, we have |Xi| < |h(Xi)|. This is a contradiction.

It follows that h(Xi) = Xi. Hence by the principle of transfinite induction,

h(Xi) = Xi for all i ∈ I. Then h|Xi = hi is a closure isomorphism of (Xi, Vi) for

all i ∈ I. Therefore hi = ⊕
i∈I
hi. Hence CI(X, V ) =

⊕
i∈I
Hi.

4.5 c-representability of Cyclic Subgroups of S(X)

Sini P. investigated the t-representability of permutation groups generated by

a product of disjoint cycles [39,41]. Here we investigate c-representability of such
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permutation groups. She proved that a permutation group on X generated by

an arbitrary product of disjoint cycles having length n, n > 2 is t- representable

on X [39, 41]. Hence they are c-representable by Theorem 4.2.3.

Theorem 4.5.1. Let X be a finite set {a1, a2, . . . , an} and H be the group of

permutations of X generated by the cycle p = (a1, a2, . . . , an). Then H is c-

representable on X.

Proof. Define V : P (X) → P (X) by V (∅) = ∅ , V ({ai}) = {ai, ai⊕1} where ⊕

denotes addition modulo n and V (A) =
⋃
ai∈A

V ({ai}) for every A ⊂ X. Given

p = (a1, a2, . . . , an). Then p(V (A)) = V (p(A)) for every A ⊆ X. So p is a closure

isomorphism and hence all powers of p are closure isomorphisms. Thus we get

H ⊆ CI(X, V ). Conversely suppose that h ∈ CI(X, V ) such that h({a1}) = aj

for some j. Then V (h({ai}) = h(V ({ai})). Then {aj, aj⊕1} = h({a1, a2}).

Thus h maps a2 to aj⊕1. Now suppose that h(am) = ak, 1 ≤ m, k ≤ n. So

h({am, am⊕1}) = {ak, ak⊕1} and thus h(am⊕1) = ak⊕1. This implies that h(ai) =

ai⊕(j−1) for i = 1, 2, . . . , n and hence h = pj−1. Thus CI(X, V ) ⊆ H. This

completes the proof.

Remark 4.5.2. When X is an infinite set, infinite cycles on X are t-

representable on X [37], hence are c-representable on X.

Corollary 4.5.3. Let X be a set and p be a cycle on X. Then the permutation

group generated by p is c-representable on X.

Proof. The proof is obvious from Theorem 4.5.1 and Theorem 4.2.9.
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Next we investigate the c-representability of the permutation group which is

generated by a product of two disjoint cycles having equal length. Let p be a

permutation on X which is a product of two disjoint cycles having equal length.

Sini P. proved that the cyclic group generated by p is not t-representable on

X [41].

Theorem 4.5.4. Let X be a set. Let p be a permutation which is a product of

two disjoint finite cycles having equal lengths. Then the cyclic group generated

by p is c-representable on X.

Proof. Let p = (a1, a2, . . . , an)(b1, b2, . . . , bn) be a permutation on X. Let H be

the cyclic group generated by p. Suppose Y = {a1, a2, . . . , an, b1, b2, . . . , bn}. By

Theorem 4.2.9, it is enough to prove that H is c-representable on Y . Let X1 =

{a1, a2, . . . , an} and X2 = {b1, b2, . . . , bn}. Define V : P (Y )→ P (Y ) as V (∅) = ∅,

V ({aj} = {aj, aj⊕1, bj}) and V ({bj}) = {bj, bj⊕1}, j = 1, 2, . . . , n and V (A) =

∪
a∈A

V ({a}), A ⊆ Y . Then p(V ({ai}) = p({ai, ai⊕1, bi}) = {ai⊕1, ai⊕2, bi⊕1}.

Now V (p{ai}) = V ({ai⊕1}) = {ai⊕1, ai⊕2, bi⊕1} = p(V ({ai}) for i = 1, 2, . . . , n.

Also p(V ({bi}) = p({bi, bi⊕1}) = {bi⊕1, bi⊕2} and V (p({bi})) = V ({bi⊕1}) =

{bi⊕1, bi⊕2}. That is p(V ({bi}) = V (p({bi})) for each i = 1, 2, . . . , n. Thus p is a

closure isomorphism on Y .

Now let h be a closure isomorphism of (Y, V ). Then h(V (A)) = V (h(A))

for every A ⊆ Y . If h(ai) = bk, then we have h(V ({ai})) = V (h({ai})) ⇒

h({ai, ai⊕1, bi}) = V (bk) ⇒ {h(ai), h(ai⊕1), h(bi)} = {bk, bk⊕1}. This is not pos-

sible. Thus h(ai) ∈ X1. Now suppose that h(ai) = ak. Then V (h(ai)) =
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V (ak) = {ak, ak⊕1, bk} = {h(ai), h(ai⊕1), h(bi)}. This implies that h(bi) = bk.

Thus h(X2) = X2. Now let h(a1) = ak and h(b1) = bk.Then V (h(b1)) = V (bk) =

{bk, bk⊕1} and V (h(a1)) = V (ak) = {ak, ak⊕1, bk}. We have h(V ({b1})) =

{h(b1), h(b2)} and h(V ({a1})) = {h(a1), h(a2), h(b1)}. Since h is a closure isomor-

phism, h(V ({a1})) = V (h(a1)) and h(V ({b1})) = V (h(b1)). Thus {ak, ak⊕1, bk} =

{h(a1), h(a2), h(b1)} and {bk, bk⊕1} = {h(b1), h(b2)}. Hence h(a2) = ak⊕1 and

h(b2) = bk⊕1. Now suppose that h(bm) = bj and h(am) = aj where 1 < m, j < n.

Then V (h(bm)) = V (bj) = {bj, bj⊕1} and V (h(am)) = V (aj) = {aj, aj⊕1, bj}.

Also h(V ({bm})) = h({bm, bm⊕1}) and h(V ({am})) = h({am, am⊕1, bm}). Thus

h(bm⊕1) = bj⊕1 and h(am⊕1) = aj⊕1. Thus h = pj−1. Hence h ∈ H. Thus

CI(Y, V ) = H.

Theorem 4.5.5. [39, 41] If p is a permutation on X which is an arbitrary

product of more than two disjoint cycles having equal length n where n > 2, then

the group generated by p is t−representable on X.

By Theorem 4.5.5 and 4.2.3 we have the group generated by p where p is a

permutation on X which is an arbitrary product of more than two disjoint cycles

having equal length n where n > 2 is c-representable on X.

Theorem 4.5.6. Let X be any set and p be the permutation which is an arbitrary

product of disjoint cycles having equal length. Then the cyclic group generated

by p is c-representable on X.

Proof. Proof follows from Theorem 4.5.1, 4.5.3, 4.5.4 and 4.5.5.
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Corollary 4.5.7. Every permutation group of prime order is c-representable.

Proof. Let X be any set and H be a permutation group on X having order n,

where n is a prime number. Then H is a cyclic group generated by a permutation

p which is of order n. This implies that p is a product of disjoint cycles having

equal length. So by Theorem 4.5.6, H is c-representable on X.

We proved that direct sum of c-representable finite permutation groups are c-

representable on X. From this result we can deduce that the permutation group

generated by two disjoint cycles having lengths m and n where gcd(m,n) = 1 is

c-representable on X.

Theorem 4.5.8. A group generated by a permutation on a finite set X which

is a product of two disjoint cycles having lengths n and m respectively where

gcd(n,m) = 1 is c-representable.

Proof. Let X = {a1, a2, . . . , an, b1, b2, . . . , bm}. Let p = p1p2 where

p1 = (a1, a2, . . . , an) and p2 = (b1, b2, . . . , bm). Let H be the group generated by

p. Treat X as X1 ∪ X2 where X1 = {a1, a2, . . . , an} and X2 = {b1, b2, . . . , bm}.

By Theorem 4.5.1, H1 is c-representable on X1 and H2 is c-representable on X2.

Since m and n are relatively prime, H = H1 ⊕ H2. Hence H is c-representable

on X by Theorem 4.4.1.
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4.6 On c-representability of Normal Subgroups

of S(X)

Here we characterize c-representable normal subgroups of the symmetric

group S(X). First of all let us have a look at what are the normal subgroups of

S(X).

Note 4.6.1. [36]

If |X| = n, the Alternating group A(X) is the only non-trivial proper normal

subgroup of S(X) except when n = 4 where A(X) = {g ∈ S(X) : g is even}.

When X = {a, b, c, d}, S(X) has another normal subgroup

H = {I, (a, b)(c, d), (a, c)(b, d), (a, d)(b, c)}. Let X be an infinite set, g ∈ S(X)

and ℵ0 ≤ k ≤ |X|, then support of g is

supp(g) = {x ∈ X : g(x) 6= x}.

and the bounded symmetric group is given by

BS(X, k) = {g ∈ S(X) : |supp(g)| < k}.

ThenA(X) can be defined asA(X) = {g ∈ BS(X,ℵ0) : g is an even permutation on X}.

Theorem 4.6.2. [36] If |X| = α where α is an infinite cardinal number and N

is a normal subgroup of S(X), then N is one of the group in the chain {I} ≤
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A(X) ≤ BS(X,ℵ0) ≤ BS(X,ℵ1) ≤ . . . ≤ BS(X,α) ≤ S(X).

Clearly the improper subgroup S(X) are c-representable on a nonempty set

X. Since the trivial group {I} is t-representable on a set X, it is c-representable

on X. Now we consider the c-representability of non trivial proper normal sub-

group of S(X). It was proved that no proper non trivial normal subgroups of

S(X) are t-representable [32, 34]. When |X| = 3, we have by Theorem 4.5.1,

A(X) is c-representable.

Now we investigate the c-representability of normal subgroups of S(X) when

|X| 6= 3.

Lemma 4.6.3. Let (X, V ) be a closure space such that A(X) is contained in

CI(X, V ) and |X| 6= 3. Then V is a topological closure operator.

Proof. When |X| < 3, there is nothing to prove. Now suppose that |X| > 3

and V is not a topological closure operator. Then everu subset of X is either

closed or dense in X. Suppose not. Then there exists a subset A of X which

is neither closed nor dense in X. Let x ∈ V (A) \ A, y ∈ X \ V (A). If A is

not a singleton, choose a, b ∈ A such that a 6= b. Then p = (x, y)(a, b) is a

permutation on X such that p ∈ A(X). Then p is a closure isomorphism on

(X, V ) and hence V (p(A)) = p(V (A)). Then y ∈ V (A), which is a contradiction.

Hence either V (A) = A or V (A) = X. Now if A is a singleton, we can choose

z ∈ X \ A, x 6= z 6= y since |X| ≥ 4. Let p = (x, y, z). Then p ∈ A(X) and

p(V (A)) = V (p(A)). Then y ∈ V (A), which is also a contradiction. In either

case V (V (A)) = V (A). Thus V is a topological closure operator on X.
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Remark 4.6.4. The condition A(X) is a subset of CI(X, V ) is not necessary

in Lemma 4.6.3. That is we can find a topological closure operator V on X such

that A(X) * CI(X, V ).

Example 4.6.5. Take X = {1, 2, 3, 4}. Let V : P (X) → P (X) be defined

as V (∅) = ∅, V ({1}) = {1, 2} = V ({2}) and V ({3}) = {3, 4} = V ({4}), and

V (A) = ∪
i∈A
V ({i}). Then V is a topological closure operator on X. Here

CI(X, V ) = {I, (1, 2, 3, 4), (1, 3)(2, 4), (1, 4, 3, 2), (1, 2)(3, 4), (1, 4)(2, 3), (1, 3),

(2, 4)} and A(X) * CI(X, V ).

Remark 4.6.6. As noted above, when X = {a, b, c, d}, S(X) has a nor-

mal subgroup given by H = {I, (a, b)(c, d), (a, c)(b, d), (a, d)(b, c)}. This normal

subgroup is not t-representable [32,34].

Lemma 4.6.7. Let X = {a, b, c, d}. Then

H = {I, (a, b)(c, d), (a, c)(b, d), (a, d)(b, c)} is not c-representable on X.

Proof. Suppose H is c-representable on X. Then there exists a closure operator

V on X such that CI(X, V ) = H. Now we prove V is a topological closure

operator. Suppose not, there exists a subset A of X which is neither closed

nor dense in X. Then we can choose two distinct points a and b such that

a ∈ V (A) \ A and b ∈ X \ V (A). Then A = {c, d}, {c} or {d}.

Case (i) A = {c, d}

Since p = (a, b)(c, d) is a closure isomorphism, we have p(V (A)) = V (p(A)).
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Since a ∈ V (A), p(a) ∈ p(V (A)) = V (p(A)) = V (A). This implies that

b ∈ V (A), which is a contradiction. Hence V is a topological closure

operator on X.

Case (ii) A = {c}.

We have a ∈ V ({c}) and b /∈ V ({c}). Then either V ({c}) = {a, c, d} or

V {c} = {a, c}. If V {c} = {a, c}, then the transposition (a, c) is a closure

isomorphism, which is a contradiction. Now let V ({c}) = {a, c, d}, then

V {b} = {a, b, d}, V {a} = {a, b, c} and V {d} = {a, b, d}. Here the cycle

(a, b, d, c) is a closure isomorphism, which is a contradiction.

Case (iii) A = {d}

Similar to Case (ii).

Hence V is a topological closure operator. This implies that H is t-representable

on X, which is a contradiction to Remark 4.6.6. Thus H is not c-representable

on X.

Lemma 4.6.8. Let (X, V ) be a closure space. If |X| 6= 3, then no proper non-

trivial normal subgroup K of S(X) is c-representable on X.

Proof. Clearly S(X) has no proper normal subgroups when |X| < 3. Let |X| =

4. Suppose X = {a, b, c, d}, then H = {I, (a, b)(c, d), (a, c)(b, d), (a, d)(b, c)}

and A(X) are two proper normal subgroups. Then H is not c-representable by

Theorem 4.6.7. Now A(X) is not c-representable on X by Lemma 4.6.3 and the

fact that A(X) is not t-representable on X.
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Now suppose that |X| > 4. Then any proper non trivial normal subgroups

of S(X) is either A(X) or it contains A(X) by Note 2.2.4. Now if K is c-

representable on X, there exists a closure operator V on X such that CI(X, V ) =

K. Then by Lemma 4.6.3, V is a topological closure operator on X. This is a

contradiction since H is not t-representable on X.

Theorem 4.6.9. Let X be any set and H be a proper normal subgroup of S(X).

Then H is c-representable on X if and only if |X| = 3.

Proof. Let X be any set such that |X| 6= 3, then H is not c-representable on

X by Lemma 4.6.8. If |X| = 3, then the only proper normal subgroup is the

cyclic group generated by the three cycle in X, which is c-representable on X by

Theorem 4.5.1.

4.7 Hereditarily Homogeneous Closure Spaces

In this section we discuss hereditarily homogeneous closure spaces. Kan-

nan V. and Ramachandran P. T. gave several characterizations of hereditarily

homogeneous topological spaces in [21].

Definition 4.7.1. A closure space (X, V ) is homogeneous if for all a, b ∈ X

there exists a closure isomorphism h : X −→ X such that h(a) = b.

Remark 4.7.2. The subspace of a homogeneous space need not be homo-

geneous.
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Example 4.7.3. Let X = {a1, a2, . . . , an}, n ≥ 5. Define V : P (X) →

P (X) as V (∅) = ∅, V ({ai}) = {ai, ai⊕1} where ⊕ denotes addition modulo n

and V (A) =
⋃
ai∈A

V ({ai}) for every A ⊂ X. Then CI(X, V ) is the cyclic group

generated by the cycle (a1, a2, . . . , an) which is a transitive permutation group.

Let A = {a1, a2, a3, a4} and V ′ = V |A. Then (X, V ) is homogeneous but (A, V ′)

is not homogeneous.

Definition 4.7.4. A closure space (X, V ) is said to be hereditarily homo-

geneous if every subspace of it is homogeneous.

Clearly discrete closure spaces and indiscrete closure spaces are hereditarily

homogeneous closure spaces.

Definition 4.7.5. [32] A closure space (X, V ) is called completely ho-

mogeneous if the group of closure isomorphisms (X, V ) is the symmetric group

S(X).

P. T. Ramachandran characterized completely homogeneous closure spaces

in [32]. He proved that a closure space (X, V ) is completely homogeneous if

and only if V is a closure operator associated with a completely homogeneous

topology on X [32].

Proposition 4.7.6. Suppose that (X, V ) is a completely homogeneous closure

space. Then (X, V ) is hereditarily homogeneous.

Proof. Suppose (X, V ) is a completely homogeneous closure space. Then CI(X, V ) =
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S(X). Let Y ⊆ X and a, b ∈ Y, a 6= b. We have V ′(A) = V (A)∩Y is the induced

closure operator on Y . Since CI(X, V ) = S(X), the transposition p = (a, b) is a

closure isomorphism of (X, V ). Then p(V ′(A)) = p(V (A)∩Y ) = p(V (A))∩Y =

V (p(A)) ∩ Y = V ′(p(A)). Hence p is a closure isomorphism of (Y, V ′). That is

(Y, V ′) is homogeneous. Hence (X, V ) is hereditarily homogeneous.

Lemma 4.7.7. Let (X, V ) be a hereditarily homogeneous closure space. Then

the closure operator V is either T1 or indiscrete.

Proof. Let (X, V ) be a hereditarily homogeneous space which is not T1. Then

there exists an element a ∈ X such that V ({a}) 6= {a}. Let b ∈ X, b 6= a

such that b ∈ V ({a}). Now consider the subspace Y = {a, b}. Let V
′

= V |Y .

Since X is hereditarily homogeneous, (Y, V
′
) is homogeneous. If V

′
({a}) = {a},

then V ({a}) = {a} which is a contradiction. Also if V
′{a} = {a, b}, then there

exists no closure isomorphism which maps a in to b. Hence (Y, V
′
) is indiscrete.

Suppose A is a non empty subset of X such that V (X \A) = X \A. Let c ∈ X

such that c 6= a, b. Consider the subspace {a, b, c} of X. Let V ′′ = V |{a, b, c}.

Then {a, b, c} is homogenenous. If a, b ∈ A then c ∈ X \ A and if a, b /∈ A then

c ∈ A.

Case (i): a, b ∈ A and c ∈ X \ A.

Let V ′′ = V |{a, b, c}. Then V ′′{a} = {a, b, c} ∩ V ({a}) = {a, b}. But V ′′{c} =

{a, b, c} ∩ V ({c}) = {c}. This is a contradiction to the fact that {a, b, c} is

homogeneous.

Case (ii): a, b /∈ A and c ∈ A.
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V ′′({a, b}) = {a, b} and V ′′({a, c}) = {a, b, c} ∩ V ({a, c}) = {a, b, c}, which is a

contradiction since {a, b, c} is homogeneous. Thus (X, V ) is indiscrete.

Lemma 4.7.8. Suppose that every transpositions on a closure space (X, V ) is a

closure isomorphism, then V is a topological closure operator.

Proof. Suppose that there exists a subset A of X such that A is neither closed

nor dense in X. Then we have A 6= V (A) 6= X. Let x ∈ V (A) \ A and

y ∈ X \ V (A). Now consider the transposition p = (x, y) on X, which permutes

x and y and fixes all other elements of X. Since every transposition is a closure

isomorphism, p is a closure isomorphism. Thus p(V (A)) = V (p(A)). Then we

have x ∈ V (A) ⇒ p(x) ∈ p(V (A)) = V (p(A)) = V (A) ⇒ y ∈ V (A), which is a

contradiction, since y /∈ V (A). Thus every subset of X is either closed or dense

in X. That is either V (A) = A or V (A) = X for every A ⊆ X. In either case

V (V (A)) = V (A). Hence V is topological.

Lemma 4.7.9. Suppose (X, V ) is a hereditarily homogeneous closure space.

Then every transposition of X is a closure isomorphism of (X, V ) onto itself.

Proof. Let x, y ∈ X such that x 6= y. Consider the transposition p = (x, y). We

have to prove that p is a closure isomorphism. Suppose A ⊆ X such that x, y /∈ A.

Consider the subspace A ∪ {x, y}. Since (X, V ) is hereditarily homogeneous,

A ∪ {x, y} is homogeneous. Then there exists a closure isomorphism h : X → Y

such that h(x) = y. Then h(A) = A or h(A) = (A \ h({y})) ∪ {x} according as

h(y) = x or h(y) 6= x.
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If h(A) = A then x ∈ V (A) ⇔ y = h(x) ∈ h(V (A)) = V (h(A)) = V (A). Thus

x ∈ V (A)⇔ y ∈ V (A). Let h(A) = (A \ h({y})) ∪ {x}. Then x ∈ V (A)⇔ y =

h(x) ∈ h(V (A)) = V (h(A)) = V (A \ {h(y)} ∪ {x}) = V (A \ h(y)) ∪ V ({x}) ⊆

V (A) ∪ {x} ⇒ y ∈ V (A).

Case (i): Let x /∈ A, y /∈ A.

Then x ∈ V (A)⇔ y ∈ V (A). Thus p(V (A)) = V (p(A)).

Case (ii): Let x ∈ A,∈ y ∈ A.

Then p(V (A)) = V (A) = V (p(A)).

Case (iii): Let x ∈ A and x /∈ A.

Then p(A) = A \ {x} ∪ {y}. Then V (p(A)) = V (A \ {x} ∪ {y}) = V (A \ {x}) ∪

V ({y}) = A \ {x} ∪ {y}, since V is T1. Now p(V (A)) = p(V (A \ {x}) ∪ {y}) =

V (p(A)).

Case (iv): Let x /∈ A and y ∈ A.

Similar to Case (iii).

Lemma 4.7.10. Let (X, V ) be a hereditarily homogeneous closure space. Then

V is a topological closure operator.

Proof. Now we prove that V is topological. Suppose there exists a subset A of

X such that A is neither closed nor dense in X. Then we have A 6= V (A) 6= X.

Let x ∈ V (A) \ A and y ∈ X \ V (A). Now consider the transposition p = (x, y)

on X, which permutes x and y and fixes all other elements of X. Since (X, V ) is

a hereditarily homogeneous space the transposition p is a closure isomorphism.
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Thus p(V (A)) = V (p(A)). Then

x ∈ V (A) ⇒ p(x) ∈ p(V (A)) = V (p(A)) = V (A)

⇒ y ∈ V (A).

This is a contradiction, since y /∈ V (A). Hence every subset of X is either closed

or dense in X. Hence either V (A) = A or V (A) = X for every A ⊆ X. In either

case V (V (A)) = V (A). Hence V is topological.

Theorem 4.7.11. Let (X, V ) be a T1 Closure space. Then the following are

equivalent.

(i) (X, V ) is hereditarily homogeneous.

(ii) (X, V ) is the closure space associated with a hereditarily homogeneous topo-

logical space.

(iii) All transpositions in X are closure isomorphisms of (X, V ) onto itself.

(iv) Every permutation of X which moves only a finite number of elements of

X is a closure isomorphism of (X, V ).

Proof. We have (ii) follows from (i) by Lemma 4.7.10. Now suppose that (ii).

Then clearly (X, V ) is hereditarily homogeneous. Thus (i) and (ii) are equivalent.

Now assume (iii). Suppose p is a permutation of X which moves only a finite

number of elements of X, then p is product of a finite number of transpositions.
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Hence p is a closure isomorphism. Suppose (iv). Then clearly (iii) holds. Thus

(iii) and (iv) are equivalent. Now assume (iii). Suppose Y ⊆ X, let a, b ∈ Y

and a 6= b. Then by assumption, p = (a, b) is a closure isomorphism. Let A ⊆ Y .

We have p(V ′(A)) = p(V (A) ∩ Y ) = p(V (A)) ∩ Y = V (p(A)) ∩ Y = V ′(p(A)).

Hence p is a closure isomorphism of (Y, V ′). That is (Y, V ′) is homogeneous.

Then (X, V ) is hereditarily homogeneous. Hence (i) holds.
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Chapter 5
Generalized Closure Operators

5.1 Introduction

In this chapter we discuss the lattice of generalized closure operators and

the lattice of generalized Čech closure operators. We prove that the lattice of

generalized closure operators on a fixed non-empty set is a complete lattice. Here

we determine atoms and dual atoms of the lattice of generalized closure operators

and of the lattice of generalized Čech closure operators. Simple expansion of a

generalized closure operator is also introduced.

5.2 Preliminaries

First let us go through the definition of the generalized topology on a set X.

Definition 5.2.1. [13] Let X be a set. A collection µ of subsets of X is
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said to be a generalized topology on X if ∅ ∈ µ and arbitrary union of elements

in µ is again in µ. The ordered pair (X,µ) is called a generalized topological

space.

Let (X,µ) be a generalized topological space. The elements of µ are called

µ open sets or simply open sets [13]. A subset A of X is said to be closed set if

X \A is open. Note that a generalized topology is said to be strong if X ∈ µ [13].

An operator on C on P (X) which maps g ∈ µ to the smallest closed set

containing g is a closure operator on (X,µ). It satisfies the conditions A ⊆ C(A),

A ⊆ B ⇒ C(A) ⊆ C(B) and C(C(A)) = C(A). By relaxing the idempotent

condition of C, a generalized closure operator is defined as follows [44].

Definition 5.2.2. [44] Let X be a set. A function C : P (X) → P (X)

satisfying the conditions A ⊆ C(A) and A ⊆ B ⇒ C(A) ⊆ C(B) for every

A,B ⊆ X is called a generalized closure operator. The ordered pair (X,C) is

called a generalized closure space.

A subset A of X is said to be closed if C(A) = A and is said to be open if

its complement is closed. The set of all open subsets of X forms a generalized

topology on X called the generalized topology associated with the generalized

closure operator C [44].

Let µ be a generalized topology on X. Then the operator on X which maps A

into the smallest closed set containing A is a generalized closure operator on X.

This is called the generalized closure operator associated with µ. A generalized
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closure operator is said to be strong if C(C(A)) = C(A) for every A ⊆ X [44].

The generalized closure operator associated with µ is strong.

Example 5.2.3. Let X = {a, b, c}. Define C : P (X) → P (X) as C(∅) =

∅, C({a}) = {a}, C({b}) = {b, c}, C({c}) = {c}, C({a, b}) = C({b, c}) =

C({c, a}) = C(X) = X. Then C(C({b})) = C({b, c}) = X 6= C({b}). Thus C

is a generalized closure operator on X which is not a strong generalized closure

operator.

5.3 Lattice of Generalized Closure Operators

Let C1, C2 be two generalized closure operators on a set X. Then we say C1 ≤

C2 if and only if C2(A) ⊆ C1(A) for every A ⊆ X. Then ≤ is a partial order on

the set of all generalized closure operators. Define (C1∧C2)(A) = C1(A)∪C2(A)

and (C1 ∨ C2)(A) = C1(A) ∩ C2(A). Then C1 ∧ C2 and C1 ∨ C2 are generalized

closure operators on X. Then the set of all generalized closure operators on X

forms a lattice under this partial order and is denoted by LG(X).

Theorem 5.3.1. Let X be a set. The lattice of generalized closure operators on

X is a complete lattice. Let {Ci : i ∈ I } where I is some indexing set, be a

nonempty family of generalized closure operators on X. Then the greatest lower

bound

inf{Ci|i ∈ I }(S) = ∪
i∈I
{Ci(S)}, for each S ⊆ X.

Proof. Let C denotes the greatest lower bound inf{Ci|i ∈ I }. First of all we
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prove that C(S) = ∪
i∈I
{Ci(S)} for S ⊆ X is a generalized closure operator on X.

We have S ⊆ Ci(S) for every i ∈ I and S ⊆ X. Thus S ⊆ C(S) for every S ⊆ X.

Suppose S1 ⊆ S2. Then Ci(S1) ⊆ Ci(S2) for each i ∈ I . Hence ∪
i∈I
{Ci(S1)} ⊆

∪
i∈I
{Ci(S2)}. Thus C(S1) ⊆ C(S2). Thus C is a generalized closure operator.

Let C ′ be a generalized closure operator on X such that C ′ ≤ Ci for every i ∈ I .

Then Ci(S) ⊆ C ′(S) for every i ∈ I . This implies that ∪
i∈I
{Ci(S)} ⊆ C ′(S).

Hence C ′ ≤ C and therefore inf{Ci|i ∈ I }(S) = ∪
i∈I
{Ci(S)}, for each S ⊆ X.

That is every subset of LG(X) has a meet. Thus LG(X) is a complete lattice.

Note that the generalized closure operator defined on X as Ig(A) = X for all

A ⊆ X is the smallest element of LG(X). The discrete closure operator defined

by D(A) = A for all A ⊆ X is the largest element of LG(X).

Remark 5.3.2. (
∨
i∈I

Ci)(S) = ∩
i∈I
{Ci(S)} for each S ⊆ X. The map

C = {S → ∩
i∈I
{Ci(S)|S ⊆ X} is a generalized closure operator on X. For, we

have S ⊆ Ci(S) for each i ∈ I and each S ⊆ X. Now suppose that S1 ⊆ S2.

Then Ci(S1) ⊆ Ci(S2) for each i ∈ I . Then ∩
i∈I

Ci(S1) ⊆ ∩
i∈I

Ci(S2). Thus

C(S1) ⊆ C(S2). Hence C is a generalized closure operator on X.

Since (
∨
a∈A

Ca)(S) = ∩
a∈A
{Ca(S)} and (

∧
a∈A

Ca)(S) = ∪
a∈A
{Ca(S)} for each

S ⊆ X, we conclude that the lattice LG(X) is distributive hence modular.

Next we are trying to find out atoms and dual atoms of LG(X).

Definition 5.3.3. Let X be any set and x ∈ X. Define Cx : P (X)→ P (X)
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as

Cx(A) =


X \ {x} ; if A = ∅

X ; if A 6= ∅

Then Cx is a generalized closure operator on X for each x ∈ X.

Atoms in the lattice of generalized closure operators are generalized closure

operators of the form Cx.

Theorem 5.3.4. A generalized closure operator on X is an infra generalized

closure operator if and only if it is of the form Cx for some x ∈ X.

Proof. Assume that C is an infra generalized closure operator on X. Then there

exists a subset A ⊆ X such that C(A) ⊂ Ig(A) = X. That is there exists x ∈ X

such that x /∈ C(A). Thus x /∈ C(∅). In other words C(∅) ⊆ X \ {x} and

C(A) ⊆ X \ {x}. Hence Ig ≤ Cx ≤ C. Since C is an infra closure operator and

C 6= Ig we get C = Cx.

Conversely we have to prove that Cx is an infra generalized closure operator.

If A is a non-empty subset ofX, then Ig(A) = Cx(A). We have Cx(∅) = X\{x} ⊂

Ig(∅) = X. Hence Ig ≤ Cx. Suppose Ig ≤ C ′ < Cx. Then Cx(∅) ⊂ C ′(∅) ⊆ Ig(∅).

Then X \ {x} ⊂ C ′(∅) ⊆ X. Hence C ′(∅) = X. Thus C ′ = Ig.

We have dual atoms in the lattice of generalized topologies are of the form

P (X) \ {{x}}, x ∈ X [14]. The generalized closure operator associated with the
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dual atom P (X) \ {{x}} is given by

C(A) =

 X ; if A = X \ {x}

A ; otherwise.

Then there exists no generalized closure operator other than C which is strictly

larger than C and strictly smaller than D.

Theorem 5.3.5. A generalized closure operator on X is an ultra generalized

closure operator if and only if it is the generalized closure operator associated

with some ultra generalized topology on X.

Proof. Let V be the ultra generalized closure operator. Then there exists no

generalized closure operator V
′
such that V < V

′
< D. Since V is the generalized

closure operator associated with the ultra generalized topology P (X)\{x}, then

V (X \ {x}) 6= X \ {x} and V (S) = S for every S 6= X \ {x}. But X \ {x} =

D(X \ {x}) ⊆ V (X \ {x}). This implies that V (X \ {x}) = X and V (S) = S for

every S 6= X \ {x}. Hence V is the generalized closure operator associated with

the ultra generalized topology on X.

Now suppose that V is the generalized closure operator associated with the

ultra generalized topology P (X)\{x}. Let V ′ be the generalized closure operator

on X such that V < V ′ ≤ D. Then D(S) ⊆ V ′(S) ⊂ V (S) for every S ⊆ X.

Then V ′ = D. Hence V is the ultra generalized closure operator on X.
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5.4 Generalized Čech Closure Operators

Corresponding to a generalized topology, we have the strong generalized closure

operator. Corresponding to a strong generalized topology on a set X, we can find

a closure operator C on X which satisfies the conditions C(φ) = φ, A ⊆ C(A),

A ⊆ B ⇒ C(A) ⊆ C(B) and C(C(A)) = C(A). There is defined a closure

operator by weakening the idempotent condition of the above mentioned closure

operator in [8]. In this section we study such closure operators.

Definition 5.4.1. [8] A function Cl : P (X) → P (X) is said to be a

generalized Čech closure operator if it satisfies the following conditions, Cl(∅) =

∅, A ⊆ Cl(A) and if A ⊆ B, then Cl(A) ⊆ Cl(B) for every A,B ⊆ X. The

ordered pair (X,Cl) is called the generalized Čech closure space.

Every generalized Čech closure operator is a generalized closure operator and

every Čech closure operator is a generalised Čech closure operator. Converse is

not true.

Example 5.4.2. Let X = {1, 2, 3}. Define C : P (X) → P (X) as C(∅) =

∅, C({1}) = {1}, C({2}) = {2}, C({3}) = {2, 3}, C({2, 3}) = {2, 3} and

C({1, 2}) = C({1, 3}) = C(X) = X. Thus C is a generalised Čech closure oper-

ator which is not a Čech closure operator, since C({1, 2}) 6= C({1}) ∪ C({2}).

A subset A ⊆ X is said to be closed if Cl(A) = A and is said to be open if

its complement is open. The set of all open sets in a generalized Čech closure
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space (X,Cl) forms a strong generalized topology and is called the generalized

topology associated with the generalized Čech closure operator Cl. Now consider

the converse situation. Let (X,µ) be a strong generalized topology on X. Then

the operator on P (X) which maps A in to the smallest closed set containing A

is a generalized Čech closure operator and is called the generalized Čech closure

operator associated with the strong generalised topology µ on X.

With any generalized Čech closure operator, there is associated an interior

operation denoted by int and is defined as below.

Definition 5.4.3. Let (X,Cl) be a generalized Čech closure space. Then

int : P (X)→ P (X) defined by int(S) = X \Cl(X \ S). The set int(S) is called

interior of S in (X,Cl).

From the definition of interior operator and generalized Čech closure operator

we have the following proposition.

Proposition 5.4.4. In a generalized Čech closure space we have the following:

(a). intX = X.

(b). For each S ⊆ X, intS ⊆ S.

(c). If A ⊆ B, intA ⊆ intB.

Example 5.4.5. int(A∩B) 6= intA∩ intB. For example Let X = {a, b, c}.

Cl(∅) = ∅, Cl({a}) = {a}, Cl({b}) = {b}, Cl({c}) = {c}, Cl({a, b}) =

Cl({b, c}) = Cl({a, c}) = Cl(X) = X. Then Cl is a generalized Čech closure
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operator on X. Then int({a}) = int({b}) = int({c}) = ∅, int({a, b}) = {a, b},

int{b, c} = {b, c}. Then ∅ = int({a, b} ∩ {b, c}) 6= int({a, b}) ∩ int{b, c} = {b}.

Proposition 5.4.6. Let (X,Cl) be a generalized Čech closure space. Then S ⊆

X is open if and only if int S = S.

Proof. int S = S ⇔ X \ Cl(X \ S) = S ⇔ X \ S = Cl(X \ S)⇔ S is open.

Definition 5.4.7. A neighbourhood of a subset S of a generalized Čech

closure operator is any subset N containing S in its interior. Thus N is a

neighbourhood of S if and only if S ⊆ int(N). We say N is a neighbourhood of

an element x ∈ X, if N is a neighbourhood of the singleton set {x}.

Proposition 5.4.8. Let (X,Cl) be a generalized Čech closure space. A subset N

of X is a neighbourhood of a subset S of X if and only if N is a neighbourhood of

each point of X. Also a subset S of X is open if and only if it is a neighbourhood

of each of its points.

Proof. Proof is clear from the definition of neighbourhood and the Proposition

5.4.6.

Theorem 5.4.9. Let N be the neighbourhood system of a subset S of a gener-

alized Čech closure space (X,Cl). Then every member of N contains S and if

X ⊃ N1 ⊃ N2 ∈ N , then N2 ∈ N .

Proof. This result is obvious from the definition of a neighbourhood of a subset

S of X.
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Remark 5.4.10. Let N1 and N2 be a neighbourhood of a point x ∈ X.

Then N1 ∩ N2 need not be a neighbourhood of x. Consider the Example 5.4.5.

{a, b} and {a, c} is a neighbourhood of {a}. But {a} is not a neighbourhood of

{a}. Thus the neighbourhood of a point x forms a stack on X, that is ∅ /∈ S

and A ∈ S , B ⊃ A implies that B ∈ S .

Theorem 5.4.11. Let (X,Cl) be a generalized Čech closure space. Then a point

x is in the closure of a subset S of X if and only if every neighbourhood of x

meets S.

Proof. Suppose x /∈ Cl(S), Then by the definition of neighbourhoods, X \ S is

a neighbourhood of S. That is there exists a neighbourhood of x which does

not meet S. Thus every neighbourhood of x meets S implies that x ∈ Cl(S).

Conversely suppose that N is a neighbourhood of x which does not meet S. Then

x ∈ intN and S ∩ N = ∅. Thus x ∈ intN ⊆ int (X \ S) = X \ Cl(S). This

implies that x /∈ Cl(S). Hence x is in the closure of a subset S of X implies that

every neighbourhood of x meets S.

Theorem 5.4.12. Let Cl1 and Cl2 be two generalized closure operators on a set

X. Then Cl1 ≤ Cl2 if and only if for each x ∈ X, every Cl1-neighbourhood of x

is a Cl2-neighbourhood of x.

Proof. Suppose Cl1 ≤ Cl2 and let U be a Cl1-neighbourhood of x. Then x /∈

Cl1(X \ U). Then clearly x /∈ Cl2(X \ U). This implies that U is a Cl2-

neighbourhood of x. Conversely assume that every Cl1-neighbourhood of x is a
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Cl2-neighbourhood of x. Let x /∈ Cl1(S). Then there exists a Cl1-neighbourhood

U of x which does not intersects S. Then U is a Cl2-neighbourhood of x which

does not intersects S. Hence x /∈ Cl2(S). Thus Cl1 ≤ Cl2.

Join and meet of a non void arbitrary collection of generalized Čech closure

operators are same as the join and meet of a non void arbitrary collection of

generalized closure operators. Thus the lattice of generalized Čech closure op-

erators, LGC(X) is distributive and modular. We can prove that atoms in the

lattice of generalized Čech closure operators is same as the atoms in the lattice

of Čech closure operators.

Theorem 5.4.13. Atoms in the lattice of generalized Čech closure operators are

same as the atoms in the lattice of Čech closure operators.

Proof. Let C be a generalized Čech closure operator such that I ≤ C < Va,b.

Then Va,b({a}) ⊂ C({a}) ⊆ I({a}). Then X \ {b} ⊂ C({a}) ⊆ X. Then

C({a}) = X. Hence C = I.

5.5 Adjacent Generalized Closure Operators

In this section we discuss adjacency properties of generalized closure operators.

We define upper neighbours of a generalized closure operators.

Definition 5.5.1. Let C1 and C2 be two generalized closure operators on

a set X such that C1 < C2. Then C2 is an upper neighbour of C1 if there exists
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a generalized closure operator C
′

on X such that C1 ≤ C
′ ≤ C2, then either

C
′
= C1 or C

′
= C2. Then we say that C1 and C2 are adjacent and C1 is a lower

neighbour of C2.

Theorem 5.5.2. [19] In a dually atomic modular lattice every element has a

lower neighbour.

Remark 5.5.3. The lattice of generalized closure operators is dually atomic

and modular. Therefore by Theorem 5.5.2, we have every element of LGC(X)

other than Ig has a lower neighbour.

Example 5.5.4.

(1) Ig and Cx are adjacent in LG(X).

(2) Discrete closure operator D and the generalized closure operator associated

with ultra generalized topology are adjacent.

(3) Let X = {a, b, c}. Define C : P (X) → P (X) as C(∅) = {a}, C({a}) =

{a, b}, C({b}) = {a, b}, C({c}) = {c, a}, C({a, b}) = C({b, c}) = C({a, c}) =

C(X) = X. Then C is a generalized closure operator on X. Define

C
′

: P (X) → P (X) as C ′(∅) = ∅ and C
′
(A) = C(A) for every A ⊆ X,

A 6= ∅. Then C
′

is an upper neighbour of C. Now define C”({a, b) = {a, b}

and C”(A) = C(A) for every A ⊆ X, A 6= {a, b}. Then C
′′ 6= C

′
, they are

incomparable and both are upper neighbours of C.

(4) Let X = {a, b, c}. Define C : P (X) → P (X) as C(∅) = {a, b}, C({a}) =
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{a, b}, C({b}) = {a, b}, C({c}) = X, C({a, b}) = {a, b}, C({b, c}) =

C({a, c}) = C(X) = X. Then C is a generalized closure operator on X.

Now define C ′(∅) = {a}, C ′(A) = C(A) for every A 6= ∅. Then C
′

is the

upper neighbour of C.

Now we define adjacency in the lattice of generalized Čech closure operators

and seek upper neighbours of co-finite closure operators in LGC(X).

Definition 5.5.5. Let Cl1 and Cl2 be two generalized Čech closure oper-

ators on a set X such that Cl1 < Cl2. Then Cl2 is an upper neighbour of Cl1

if for a generalized closure operator Cl
′

on X such that Cl1 ≤ Cl
′ ≤ Cl2, either

Cl
′

= Cl1 or Cl
′

= Cl2. Then we say that Cl1 and Cl2 are adjacent and Cl1 is

a lower neighbour of Cl2.

Examples 5.5.6.

(1) Ig and closure operators of the form Va,b are adjacent in LGC(X).

(2) Discrete closure operator D and the generalized closure operator associated

with ultra generalized topology are adjacent in LGC(X).

In order to find out upper neighbours of co-finite closure operators we need

the following generalized Čech closure operator.

Definition 5.5.7. Let A be an infinite subset of a set X. Let x ∈ X be
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such that x /∈ A. Define a function CA,x : P (X)→ P (X) such that

CA,x(S) =


S ; if S is finite

X \ {x} ; if S is infinite and S ⊆ A

X ; otherwise.

Then CA,x is a generalized Čech closure operator on X and C0 < CA,x.

Remark 5.5.8. 1. Note that CA,x is not a Čech closure operator on X.

For, let S1 be a finite subset of X not containing x such that S1 * A.

Let S2 be an infinite subset of X such that S2 ⊆ A. Then CA,x(S1) = S1,

CA,x(S2) = X \{x} and CA,x(S1)∪CA,x(S2) = S1∪(X \{x}) = X \{x}. We

have S1 ∪ S2 is an infinite subset of X and is not contained in A, therefore

CA,x(S1 ∪ S2) = X. Thus CA,x(S1 ∪ S2) 6= CA,x(S1) ∪ CA,x(S2). Thus CA,x

does not preserve finite union.

2. Also x /∈ CA,x(S)⇒ S infinite subset of X contained in A⇒ S\A is finite ⇒

x /∈ CA,x(S). Hence CA,x ≤ VA,x.

Theorem 5.5.9. Let Cl be a generalized Čech closure operator on X and A be

an infinite subset of X not containing x ∈ X. Then CA,x ≤ Cl if and only if

x /∈ Cl(A).

Proof. Suppose CA,x ≤ Cl. Then Cl(A) ⊆ CA,x(A) = X \ {x} ⇒ x /∈ Cl(A).

Conversely suppose that x /∈ Cl(A). If x /∈ CA,x(S), then S is an infinite subset of

X such that S ⊆ A by definition of CA,x. Then Cl(S) ⊆ Cl(A). But x /∈ Cl(A).
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Then Cl(S) ⊆ CA,x(S) for every S ⊆ X. Hence CA,x ≤ Cl.

Theorem 5.5.10. We have CA,x is a strong generalized closure operator if and

only if A = X \ {x}.

Proof. Suppose CA,x is a strong generalized closure operator on X. Then

CA,x(CA,x(S)) = CA,x(S) for each S ⊆ X. For S ⊆ A, we have CA,x(CA,x(S)) =

CA,x(S) ⇒ CA,x(X \ {x}) = X \ {x} ⇒ X \ {x} ⊆ A. This implies that

A = X \ {x}. Conversely suppose A = X \ {x}. Then for S ⊆ X not containing

x, S ⊆ A and hence CA,x(CA,x(S)) = CA,x(S). If S is an infinite subset of X

containing x, then CA,x(S) = X = CA,x(CA,x(S)). Thus CA,x is strong.

Proposition 5.5.11. Let A and B are two infinite subsets of a set X such that

x /∈ A ∩B. Then CA,x ∨ CB,x = CA∪B,x.

Proof. We have x /∈ (CA,x ∨ CB,x)(S) ⇔ x /∈ CA,x(S) or x /∈ CB,x)(S) ⇔ S ⊆

A or S ⊆ B ⇔ S ⊆ A ∪B ⇔ x /∈ CA∪B,x. Thus CA,x ∨ CB,x = CA∪B,x.

Lemma 5.5.12. If A is an infinite subset of X, then there is a proper infinite

subset B of A such that CB,x < CA,x.

Proof. Suppose B is a countable proper subset of A. Then x /∈ CB,x(S) ⇒ S is

infinite and S ⊆ B. Then S ⊆ A. Hence x /∈ CA,x(S). Hence CB,x ≤ CA,x. Also

CB,x(A) = X whereas CA,x(A) = X \ {x}. Hence CB,x < CA,x.

Theorem 5.5.13. The closure operator C0 has no upper neighbour in the lattice

of generalized Čech closure operators.
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Proof. Let Cl be any generalized Čech closure operator satisfying C0 < Cl. If

S is finite, then C0(S) = S. Since C0 < Cl, we have an infinite subset S of X

such that Cl(S) ⊂ C0(S). Then there exists x ∈ X such that x /∈ Cl(S). Then

by Lemma 5.5.9, CS,x ≤ Cl. We have C0 ≤ CS,x ≤ Cl. Again by Lemma 5.5.12,

there exists S
′ ⊂ S such that CS′ ,x < CS,x. Thus we get C0 ≤ CS′ ,x < CS,x ≤

Cl. Thus C0 has no upper neighbour in the lattice of generalized Čech closure

operators.

Theorem 5.5.14. The generalized closure operator of the form CA,x has no

upper neighbour in the lattice of generalized Čech closure operators.

Proof. Suppose Cl is an upper neighbour of CA,x in LGC(X). Then there is

an infinite subset S of X such that Cl(S) ⊂ CA,x(S). Let y ∈ X be such that

y /∈ Cl(S), but y ∈ CA,x(S).

Case (i): y 6= x

Since y /∈ Cl(S), by Lemma 5.5.9, CS,y ≤ Cl. Again by Lemma 5.5.12, CS′,y <

CS,y ≤ Cl. Consider Cl′ = CA,x ∨ CS′,y. We have CA,x ≤ Cl′, CA,x < Cl and

CS′,y < Cl. Thus CA,x < Cl′ < Cl.

Case (ii): y = x

x /∈ Cl(S) implies that CS,x ≤ Cl. Also x ∈ CA,x(S) ⇒ S ∩ (X \ A) 6= ∅. Let

S ′ ⊆ (S\A). Then CS′,x < CS,x ≤ Cl. Let C ′ = CA,x∨CS′,x. We have CA,x < Cl,

CS′,x < Cl implies that C ′ < C. Thus CA,x < C ′ < Cl. Hence in both cases we

arrive at a contradiction. Hence CA,x has no upper neighbour in LGC(X).
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Now we define simple expansion of a generalized closure operator to produce

finer generalized closure operators.

Definition 5.5.15. Let (X, V ) be a generalized closure space. Let A be a

subset of X such that x ∈ A. Then define C(A,x) : P (X)→ P (X) such that

C(A,x)(S) =


X \ {x} if S ⊆ X \ A,

X otherwise.

Definition 5.5.16. Let (X, V ) be a generalized closure space. Let A be a

subset of X such that x ∈ A. Then the simple expansion of C by A at x is given

by Cx
A = C ∨ C(A,x).

Proposition 5.5.17. Cx
A = C if and only if x /∈ C(X \ A).

Proof. Suppose Cx
A = C. Then C(X \A) = C(A,x)(X \A) = X \{x}. That is x /∈

C(X \A). Now suppose x /∈ C(X \A)⇒ C(X \A) ⊆ X \{x} = CA,x(X \A).

Proposition 5.5.18. Let C and C ′ be two adjacent generalized closure operators

on X. Then C ′ is a simple expansion of C by some subset of X.

Proof. Suppose C < C ′. Then there exists a non-empty subset A of X such that

C ′(A) ⊂ C(A). Let x ∈ A. Consider the simple expansion of C by A at x. Then

C ≤ Cx
A. Also Cx

A(A) = C(A). It follows that C ′(A) ⊂ Cx
A(A) = C(A). Thus

C ≤ Cx
A ≤ C ′. Hence either C = Cx

A or Cx
A = C ′. Since C 6= Cx

A, C ′ = Cx
A. This

completes the proof.
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5.5. Adjacent Generalized Closure Operators

Remark 5.5.19. Converse of the Proposition 5.5.18 is not true.

Example 5.5.20. Let X = {1, 2, 3}. C : P (X) → P (X) can be de-

fined as C(φ) = {1}, C({1}) = C({2}) = {1, 2}, C({3}) = {1, 3}, C({1, 2}) =

C({2, 3}) = C({3, 1}) = C(X) = X. Consider the subset A = {1, 2}, x =

1. Then Cx
A(φ) = φ, Cx

A({1}) = {1, 2}, Cx
A({2}) = {1, 2}, Cx

A({3}) = {3},

Cx
A({1, 2}) = X, Cx

A({2, 3}) = {2, 3}, Cx
A({1, 3}) = X = Cx

A(X). Then Cx
A is

not an upper neighbour of C. Since C ′ : P (X) → P (X) defined by C ′(φ) = φ,

C ′({1}) = {1, 2}, C ′({2}) = {1, 2}, C ′({3}) = {3}, C ′({1, 2}) = C ′({2, 3}) =

C ′({1, 3}) = X = C ′(X) is such that C ≤ C ′ ≤ Cx
A.
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Chapter 6
Conclusion

This thesis is a study of some problems related to Čech closure spaces. Here

we investigated adjacency properties of closure operators. We continued the work

of Kunheenkutty M. [24] by seeking the existence of upper neighbours of some

closure operators on a set X. We proved that a first countable T1 closure operator

has no upper neighbour in the lattice of closure operators. Adjacency properties

of sum of closure operators and product of closure operators were discussed.

We compared certain properties like regularity, normality and connectedness

of closure operators with their simple expansions. We discussed when simple

expansions of a closure operator V on a set X by two subsets of X at the same

point become equal.

We investigated c-representability of a permutation groups analogous to the

concept of t−representability of permutation groups in [40]. We proved that

no normal subgroup of S(X) is c−representable if |X| 6= 3. Also we studied
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the c−representability of the direct sum of closure operators. We characterized

hereditarily homogeneous T1 closure spaces.

We studied generalized form of closure operators and studied their lattice.

We compared the lattice of generalized closure operator and generalized Čech

closure operators. We found atoms and dual atoms of their lattices. We proved

that co-finite closure operator has no upper neighbour in the lattice of generalized

Čech closure operators. Also we introduced simple expansions in the lattice of

generalized closure operators.

6.1 Further Scope of Research

Here we would like to mention some open problems which arose during our

study. To find out more closure operators having an upper neighbour and to

characterize the existence of upper neighbours of closure operators is an open

problem. There are several conditions for two simple extensions of topologies to

be equal. An analogous problem in closure spaces is still open. We determined

the c-representability of some subgroups of S(X). It would be interesting to

determine completely the c-representability of permutation groups generated by

a permutation.
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