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Chapter 1

Introduction

1.1 Background

Speech is the original medium in which human language evolved and is
the most natural means of communication. Speech processing is a unique
discipline, which encompasses a broad range and variety of technologies
and applications that allow humans to interact naturally with intelligent
computing systems. Digital Speech Processing (DSP) deals primarily
with the processing of speech signal for Automatic Speech Recognition
(ASR), Speech Synthesis (text-to-speech), Speech Coding and Speech
Analytics. The art of automatic speech recognition has advanced re-
markably in the past decade. Hidden Markov Models (HMMs) provide a
simple and effective framework for modelling time-varying spectral vector
sequences. As a consequence, almost all present day Large Vocabulary
Continuous Speech Recognition (LVCSR) systems are based on HMMs.
Acoustical (acoustic–phonetic) modelling, lexical modelling (pronuncia-
tion lexicon/vocabulary) and language modelling are the important parts
of HMM based speech recognition algorithms. Language models play an
important role in automatic speech recognition systems, particularly in
modelling morphologically rich languages. Effective implementation of
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ASR systems requires transcribed speech recordings from many speakers,
pronunciation dictionaries which cover the full vocabulary of the training
corpus, and massive amounts of text data to reliably train statistical
language models.

With the rapid growth of information and communication technolo-
gies, broadcast, cellular and other wireless technologies, improved audio
compression technology and the advent of low-cost large storage systems,
a vast volume of speech data is being collected every day. A new emerg-
ing application in which ASR engines can be effectively used is speech
analytics. In such applications, the ASR engine is used for Keyword
Spotting (KWS) and provides the input for advanced surveillance and
analytical application. Keyword Spotting is the technology of searching
and detecting keywords of interest in audio streams using an ASR engine.
The concept of speech analytics is to use various core technologies and
develop targeted applications that use the KWS engine’s capabilities
to mine valuable information from the massive speech data. Speech-
analytics solutions can provide an efficient way to access and leverage
the valuable information derived from the speech data such as what is
captured in telephone calls. Although the concept of KWS is not new,
the ability to deliver such a functionality for large scale systems with
acceptable levels of performance and accuracy has to be investigated
further for improved results.

Malayalam is a Dravidian language spoken mainly in the south-western
region of India. Like other Indian languages, it also possesses phonological
features which are rich in vowel and consonant realizations. Malayalam
is syllabic in nature and has a one-to-one correspondence between spoken
and written syllables. Although speech technology has been the focus
of research in India for a number of years and the technology itself
has matured for real-world applications, the main obstacle in speech
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research for Malayalam is the deficiency of standard benchmark speech,
text corpora and associated computational linguistic resources. The
present research and development efforts to shape innovative solutions in
Malayalam ASR is still in a nascent stage and hence it is necessary that
concerted efforts need to be initiated in this direction so that a complete
Malayalam ASR-based speech analytics system will evolve in the public
domain.

1.2 Motivation

The idea of interaction between computers and humans in natural lan-
guage has reached the realm of reality. The active research in the field
of speech processing in the last two decades is highly motivated by the
increasing need for common people to interact naturally with the com-
puting machines in regional languages. In addition to speech recognition
and speech synthesis applications, speech analytics is also an evolving
frontier research area. Keyword spotting (KWS) is a powerful technology
tool used in speech analytics, which detects speech segments that contain
a given query word in the large audio dataset. Keyword spotting is
particularly well suited for applications such as real-time speech moni-
toring and large vocabulary audio indexing. Many prominent research
findings have been reported in several foreign languages in the area of
speech analytics. However, speech analytics research in Indian languages,
particularly in Malayalam, is still in its infancy.

Malayalam has a rich set of phones and allophones. Durational and
spectral properties of allophones have been studied in many languages,
but Malayalam lacks comprehensive studies in this direction. The charac-
terization of the allophonic variations in Malayalam phones can efficiently
be used in speech processing applications. Since the durational properties
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are language specific, detailed analysis has to be performed for each lan-
guage, based on which suitable language models can be built to support
speech recognition. This work contributes to both the characterization
of allophonic variations and durational-spectral analysis of all the phones
and allophones in Malayalam.

Language-specific pre-processing applications are essential for develop-
ing language computing tools. Grapheme-to-Phoneme (G2P) converter
is one of the most needed foundation applications which is essential
for language computing initiatives. Another objective of this study has
been to develop a G2P transcriptor for Malayalam and to attempt for
a detailed probabilistic analysis of Malayalam phonemes that occur in
sentence and word corpora. The result of this analysis can be directly
used to improve the efficiency of various speech processing applications.

The prime motivation of the study is to develop a modest speech
analytic system based on a Malayalam KWS engine, which works with
the help of Hidden MArkov Model based Automatic Speech Recognition,
which can incorporate domain-specific linguistic knowledge and also a
wide range of linguistic variation. In continuation of the above, another
motivation for this study is formulate algorithms based on the Malayalam
KWS engine which can attempt audio category prediction and speaker
spotting to support speech analytics research.

1.3 Outline of the Thesis Organisation

The intent of chapter 2 is to establish the necessary background for the
following chapters. A quick review of durational analysis, Grapheme-
to-Phoneme transcription, audio classification and speaker spotting are
discussed in this chapter. Different supervised and unsupervised KWS
techniques were discussed in detail. A quick review on Indian language
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speech recognition research is also included in the last part of this
chapter.

Chapter 3 deals with the study of Malayalam phones and allophones.
An allophone is a class of phones corresponding to a specific variant of a
phoneme. A comprehensive ruleset for the formation of Malayalam allo-
phones is discussed in detail. Then a detailed analysis is also performed
in the allophonic variability of Malayalam vowels. An extensive statisti-
cal analysis is then performed on the durational properties and the first
two formant frequencies of the vowel allophones. The characterisation
of the allophonic variations in Malayalam vowel phone derived out of
this research work can be efficiently used in automatic speech processing
applications. This work is first of its kind in Malayalam language.

Chapter 4 proposes a rule-based Grapheme-to-Phoneme (G2P) tran-
scription algorithm for Malayalam. The transcriptor converts input text
into a sequence of phonemes with corresponding International Phonetic
Alphabet (IPA) symbols. The set of Malayalam graphemes is divided
into six subsets consisting of vowels, diphthongs,/anusaram/ and /chan-
drakkala/, consonant classes, compound letters and /chillukal/. A set of
rules is defined based on the language-specific knowledge that helps to
perform G2P transcription. The G2P transcription for each subset of
graphemes is implemented with the help of separate processing routines.
The system can be effectively used in the automatic speech processing
applications including text-to-speech converter and speech recognizer.
Phoneme frequency based on word corpus and own developed sentence
corpus are evaluated using the proposed G2P conversion tool. The
phoneme statistics derived out of the experiment can be a salient factor
in designing various language processing tools. Then phoneme statistics
is widely used to improve the performance of language model based
speech recognition systems. The phonotactic observations about the
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permissible phoneme combinations in a language can also be derived
from the phoneme level statistical information.

In this work, keyword spotting experiments are conducted on a large
news audio corpus. Chapter 5 deals with data preparation and Keyword
Spotting experiments. The Malayalam news audio database is created
by recording speech samples in a normal acoustic environment. News
sentences were collected from popular online news portals of leading
Malayalam dailies for dataset creation. For the processing efficiency,
news audios were categorised into five classes viz. State news, National
news, International news, Sports news, and news with Cultural impor-
tance. Malayalam continuous speech database is created by recording
the news sentences spoken by 35 male and female speakers of different
age groups. Each speaker uttered 150 sentences taken from the above
mentioned five news categories. All these, 5250 spoken sentences are
generated and these speech samples are labelled with a category id
indicating the news category, sample number, speaker id and speaker
gender that they belong to. The news text dataset is transcripted using
the proposed rule-based G2P transcription algorithm. A discriminative
method for detecting and spotting keywords in spoken utterances is
described subsequently. The most widely used speech recognition algo-
rithm, Hidden Markov Models (HMM) is used for its implementation.
The block diagram of the proposed system is shown in figure 1.1. In
the speech analytics module, a novel method for audio classification
based on Multiple Instance Learning (MIL) algorithm is proposed. A
nonlinear speaker modelling approach is also proposed to facilitate the
speech analytics research and the performance of the proposed speaker
spotting system is verified experimently.
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Fig. 1.1 Block diagram of the proposed system

Preparation of knowledge base is an important pre-processing step
performed as part of the HMM-based speech modelling and recogni-
tion. A Knowledge Base Preparation Tool for Malayalam (KBPT-M) is
proposed a part of this work. This tool generates language model and re-
lated components required for acoustic modelling of Malayalam language.
The purpose of KBPT is to simplify the processing of knowledge base
generation which is essential for HMM-based speech modelling. HMM
decoder is trained using the news audio data set and knowledge base
generated using KBPT. The recogniser first converts the audio waveform
into a sequence of fixed size acoustic feature vectors.

In this work, the Keyword Spotting (KWS) system is implemented
based on two different approaches. The first one is Automatic Speech
Recognition based approach (ASR-KWS) and the second one is the
filler model based acoustic approach. The KWS system evaluation is
performed using two different methods namely Exact Matching Method
(EMM) and Relaxed Matching Method (RMM). The exact matching



1.3 Outline of the Thesis Organisation 8

method uses exact keyword targeting criteria, whereas in the relaxed
matching method the inflected (FMA-KWS) forms are allowed in the
keyword targeting criteria. The results obtained from both methods
are compared and discussed. The evaluation dataset consisting of 5,250
Malayalam news audio samples. There are approximately 570 mentions
of keywords in the dataset. The average length of audio samples is 5.35
seconds, and the average number of characters in the keyword set is
5.6875. Keyword is considered to be recognised correctly if it is present
in the transcription of the selected audio file fragment. The proposed
KWS system is implemented using two different methods. The first one
is ASR based Keyword Spotting technique (ASR-KWS) and the second
one is the Filler Model based Acoustic approach (FMA-KWS). A word
lattice consists of a set of nodes representing points in time and a set of
spanning arcs representing word hypotheses is used for optimizing the
KWS search. The experiment results obtained are analysed based on the
performance scores viz. precision, recall, and F1. It is observed that the
relaxed matching method gives better performance than exact matching
method. It is also observed that ASR based KWS, with the optimized
Lattice Search (ASRLS-KWS) provides improved KWS performance

In chapter 6, a novel method for content-based news audio classifica-
tion using Multiple Instance Learning (MIL) approach is proposed. The
content-based analysis provides useful information for audio classifica-
tion as well as segmentation. Audio content understanding is an active
research problem in speech analytics. A key step taken in this direction
is to propose a classifier that can predict the category of the input audio
sample. Classification of the audio samples are conducted based on the
keywords identified from the input audio sample using the proposed
KWS system. In MIL, the labels are assigned to bags of instances. The
binary classifier labels an audio bag positive if no less than one instance
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in that bag is positive. Otherwise the bag is labelled as negative. The
classification results obtained using the MIL approches are evaluated
using different performance metrics. Two types of features are used
for audio content detection, namely Mel-Frequency Cepstral Coefficient
(MFCC) and Perceptual Linear Prediction (PLP). Two variants of MIL
based techniques viz. mi-Graph and mi-SVM are used for classification
purpose. From the experimental results, it is evident that the MIL based
approach works efficiently for the audio classification. It is also verified
that mi-Graph with MFCC feature provides a better F1 score of 0.91
compared to other methods.

Chapter 7 describes the speaker spotting method proposed in this
study with the emphasis on nonlinear speaker modelling techniques.
These research findings can be effectively used in speech analytics ap-
proaches when speaker specific short listing of keyword spotted audios
are required. In general, the speech signal is considered as non-stationary
in nature as it is produced from a time-varying vocal tract system with
time-varying excitation. However, most of the signal processing algo-
rithms used in speech encoding like LPC, MFCC etc. considers and
models speech as a Linear Time-Invariant (LTI) system. In this work,
an attempt is made to model the vocal tract using different nonlinear
features. Nonlinearities are included in attempts to model the physical
process of vocal cord vibration, which has focused on more than one
model. The traditional nonlinear features like capacity dimension, corre-
lation dimension, Kolmogorov entropy and largest Lyapunov exponents
of audio data are extracted and analysed. Two novel nonlinear features,
Eigenvalues of the Reconstructed Phase Space (RPS-EV) and Spectral
Decay Coefficients (SDC) which is extracted from the power spectrum
of the speech samples are proposed in this work. The speaker spotting
capabilities of the proposed nonlinear features are investigated using
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Feed Forward Multilayer Perceptron (FFMLP) classifier simulated using
the error backpropagation learning algorithm. The experimental results
indicate that the speaker spotting results obtained using combined non-
linear features can be efficiently used to improve the speaker spotting
results obtained based on the conventional acoustic parameters including
MFCC, LPC etc. The speaker spotting results as part of the study can
be used for speaker specific shortlisting of the KWS result.

Finally, chapter 8 concludes this work and suggests a few directions
for future research. The complete outline of the chapter organization
and research work reported in this thesis is shown in figure 1.2 which
consists of 8 chapters followed by a brief description of the contents on
each chapter.

Fig. 1.2 Block diagram of the thesis structure



Chapter 2

Review of Previous Works

2.1 Introduction

Automatic speech recognition was regarded as an important and chal-
lenging research area by scientists and engineers even before the advent
of modern electronic gadgets. The initial research works on speech
recognition reported on early 1920s. A toy named Radio Rex was the
first machine that manufactured to recognize speech [1]. Bell labs in-
troduced a speech synthesis machine at the New York World Fair in
1939. Davis, K. H et al. from Bell Laboratory demonstrated a speaker
dependent system for isolated speech recognition in 1952 [2]. In 1956,
at RSA laboratory, Olson and Belar recognized 10 distinct syllables of
a single speaker [3]. Rapid growth in speech recognition research was
reported from 1960 onwards. Different representational techniques were
introduced during this time like spectral analysis, statistical methods,
wavelet based techniques etc. Among them, the statistical framework,
Hidden Markov Model is the most widely accepted method. Recently,
different categories of speech recognition systems have come into exis-
tence. Nowadays network of Deep Neural Networks are widely used for
commercial speech processing products [4, 5]. Speech recognition and
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speech synthesis in Malayalam is an active research area [6–8]. But the
attempts have not yet reached the realm of successful development of
Malayalam speech technology solutions that are useful for the masses.
More study is needed on the basic structure and peculiarities of the lan-
guage in the perspective of Malayalam language computing. Malayalam
is an alphasyllabary language with the aksharam (character) as its core.
Almost one to one correspondence exists between orthographic symbols
in the alphabet and phoneme in Malayalam [9].

Speech assisted human-machine interaction helps easy communication
in native language, particularly in a multi-lingual country like India,
where a large majority of the people will not be comfortable by means
of communicating in English. Extensive research works for developing
systems that enable human-machine interaction in Indian languages
for Hindi [10–13], Bangla [14], Telugu [15], Tamil [16], Kannada [17]
have been reported. A promising contribution in this direction by
Samudravijaya et al. [18] presents a speaker independent, continuous
speech recognition system for Hindi. The proposed system recognizes
spoken queries in Hindi in the context of a railway reservation inquiry
task and recognizes sentences spoken naturally (without the need for a
pause between words).

The recognition of Malayalam speech has been studied by many re-
searchers [6–8, 19]. Lajish V.L et al. [20] proposed a recognition scheme
for unconstraint, large vocabulary, Malayalam words using lexicon based
heuristics and HMMs. The hierarchical probabilities of occurrence of
fifty-one letters in the Malayalam alphabets after the starting letter of
the selected word were estimated and compared for the implementation
of the proposed recognition scheme. The Malayalam lexicon Sabdhathar-
avali [21] is used in this study and considered 88,413 words. It may be
noted that the work on Keyword spotting as well as speech analytics
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in Malayalam is still in its infancy. The following section 2.2 presents
a summary of the research works reported in speech processing based
on allophonic variations and phone duration modelling. Section 2.3
gives a review of methods and main investigations towards Grapheme-
to-Phoneme (G2P) transcription. Section 2.4 describes various keyword
spotting strategies adopted in speech processing. Section 2.5 and 2.6
presents a special review on audio classification and speaker spotting
techniques which are widely used in speech analytics. The section 2.5
discusses different content based audio classification techniques and the
section 2.6 emphasis on nonlinear speaker spotting methods.

2.2 Review on Speech Processing based on Allo-
phonic Variations and Phone Duration Model-
ing

Allophone based speech processing studies are reported in many lan-
guages. Piotr Kozierski et al. used allophones instead of phonemes
for polish language speech recognition [22]. Here, instead of using the
entire set of allophones, a proper subset of allophones is used based
on the frequency of occurrence. Some rarely occurring allophones are
omitted in their study. A variation of the same is also used for the
Japanese language by Long Nguyen et al. [23]. Allophonic properties
are explored in Korean speech recognition in a work reported by Xu,
Ji et al. [24]. Much concatenative text to speech synthesis systems
use allophones as the basic unit. Imedjdouben et al. introduced a
phone to allophone conversion algorithm for speech synthesis dedicated
to the Arabic language [25]. A report by Pavel A. Skrelin describes
the principles of the allophone extraction from Russian natural speech
flow, ways of forming synthesized speech, modification of the acoustic



2.2 Review on Speech Processing based on Allophonic Variations and Phone Duration
Modeling 14

parameters [26]. Barkhoda et al. implemented three synthesis systems
for the Kurdish language based on syllable, allophone, and diphone and
showed all systems’ Intelligibility is acceptable using various tests [27].

As indicated by Louis C.W. Pols et al., the recognition performance
can be further improved by incorporating “specific knowledge” (such
as duration and pitch) into the recognizer [28]. They conducted a de-
tailed study on phone duration modeling and its potential benefit on
ASR. Durational models are developed in many languages to address the
dynamic nature of phoneme duration. Rule-based approaches built on
experimental data and model-based approaches are reported in various
languages such as English, Korean, Turkish and Czech [29–32]. Dura-
tional modelling and characteristic analysis were performed in various
Indian languages. Samudravijaya, K. studied the durational character-
istics of Hindi phonemes as well as stop consonants in detail [33, 34].
K. Sreenivasa Rao and B. Yegnanarayana proposed a syllable duration
prediction system for Indian languages [35]. The analysis is performed
in Hindi, Telugu and Tamil languages, in order to predict the duration
of syllables in these languages using SVM regression model. N. Sridhar
Krishna et al. reported a preliminary attempt on data-driven modeling
of segmental (phoneme) duration for two Indian languages, Hindi and
Telugu [36]. S. R. Savithri identified some of the variables influencing
the durations of Kannada vowels in the initial position [37]. Deepa P.
Gopinath et al. proposed a preliminary Malayalam phoneme duration
model for speech synthesis system [38]. As Malayalam is a language with
a rich set of allophones, the study of allophonic variations and duration
analysis is considered to be more relevant for alpha syllabic languages
like Malayalam.
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2.3 Review on Grapheme-to-Phoneme transcription
methods

Phonetization of text and associated problems in various languages is an
active research area in natural language processing (NLP). Phonetization
of text has important applications in both speech synthesis as well as
in speech recognition. In speech synthesis, the transcript data is used
to derive the correspondence between the orthography and the sounds.
In speech recognition, it is used for modeling the speech to enhance the
quality of the recognizer and generating pronunciations for new words,
which are not in the original vocabulary of the speech recognition system.
There are mainly three methods that have been used for grapheme-to-
phoneme transcription. They are (1) dictionary-based methods in which
maximum phonological information about morphemes in a lexicon are
stored in a dictionary (2) Rule-based methods whereby linguistic and
phonetic knowledge is used to develop a set of letter-to-sound rules and
(3) the relatively newer trained data-driven methods.

Considering the alpha syllabic nature and the regular relationship
between its spelling and pronunciation of Malayalam language, a compre-
hensive set of grapheme-to-phoneme conversion rules are proposed in this
work. The initial works reported in this area were for English and French.
Ainsworth in 1973 introduced a system for converting English text into
speech [39]. He segmented the text into breath groups, an utterance or
part of an utterance produced between pauses for breath, and the orthog-
raphy is converted into a phonemic representation. For speech synthesis,
he assigned the lexical stress to appropriate syllables. Michel Divay et
al. developed a Grapheme-to-Phoneme transcription system for French
in 1977 [40]. They introduced a rule system based on the application of
a partially ordered set of phonological rules. The left-hand side of each
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rule indicates the graphemes involved by the rule and the right-hand
side of each rule specifies the corresponding phonemes. In the following
years, different rule-based transcription algorithms were proposed in
English, French etc. [41–45]. Askars Salimbajevs et al. implemented
a large vocabulary automatic speech recognition for Latvian language
using a rule-based grapheme to phoneme converter [46]. They archived
the first-rate result with the grapheme-based approach extended with
several straightforward rules.

A Grapheme-to-phoneme transcription in the Hungarian language
is proposed by Attila Novak et al. [47]. Besides the implementation
of transcription rules, the proposed tool incorporates the knowledge
of a Hungarian morphological analyzer so as to detect morpheme and
compound boundaries. Daniela Braga et al. introduced a rule-based
grapheme-to-phone converter for TTS systems in European Portuguese
[48]. A rule-based Korean Grapheme to Phoneme Conversion is proposed
by Yu-Chun Wang et al. at 2009 [49].

A Rule-Based Grapheme to Phoneme Mapping for Hindi Speech
Synthesis is proposed by Monojit Choudhury [50]. A computational
framework for rule-based grapheme to phoneme mapping for Hindi has
been described. Sumi S Nair et al. made an attempt to frame Rule-Based
Grapheme to Phoneme Converter for Malayalam [51]. In this work, all
exception rules in the algorithm are not discussed and the performance
of the transcriptor is also not evaluated.

2.4 Review on Keyword Spotting Techniques

Keyword spotting finds the occurrences of specific words in a speech
utterance. Content-based indexing and retrieval of speech data can be
made powerful with the approach of keyword spotting (KWS). Earlier
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works in keyword spotting can be found in the late 1980s. In 1989
J.R. Rohlicek et al. presented a Gaussian hidden Markov model based
KWS system [52]. The results are reported on the use of various signal
processing and feature transformation techniques. The authors have
observed that performance can be greatly affected by the choice of
features used, the covariance structure of the Gaussian models, and
transformations based on energy and feature distributions.

A work by R. Wohlford et al. on enhancement of speaker independent
word spotting in conversational, telephone bandwidth speech from a
variety of talkers. This work involves the comparison of five LPC based
parameter sets with three levels of additive white noise using a dynamic
programming based techniques [53]. In 1990, a speaker-independent
hidden Markov model (HMM) KWS for continuous speech recognition is
proposed by R. C. Rose and D. B. Paul [54]. The system provided 82%
probability of detection for KWS for a 20-keyword vocabulary standard
conversational speech. 1n 2009 Joseph Keshet et al. proposed a new
approach for keyword spotting, which is based on large margin and
kernel methods [55]. The proposed method employs a discriminative
learning procedure, in which the learning phase aims at achieving a high
area under the ROC curve.

In 2017, Ganapathiraju et al. proposed a real-time KWS system for
speech analytics is proposed by feeding real-time audio along with a
keyword model, into a recognition engine [56]. The audio stream data
probability is computed by recognition engine and compared to a thresh-
old to determine whether or not the keyword has been spotted. In the
same year Chen, Zhehuai, et al. proposed a phone synchronous decoding
method by removing tremendous search redundancy caused by blank
frames resulting in compact phone-level acoustic space representation:
Connectionist temporal classification (CTC) lattice [57]. KWS with
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CTC lattice achieved reduced KWS model size and increased the search
speed.

The major challenges in this area are detection performance, detection
of out of vocabulary words, speed of search, handling of variants of a
keyword, etc. The methods in keyword spotting can be broadly classified
into supervised techniques and unsupervised techniques which are shown
in figure 2.1.

Fig. 2.1 Classification of keyword spotting techniques

There are mainly 4 types of keyword spotting techniques in supervised
method. The following sections review the most widely used Acoustic
and Large Vocabulary Continuous Speech Recognition (LVCSR) based
Keyword Spotting techniques in detail. The subword recognizer builds
indices with different subword units such as phone n-grams, multi-grams,
syllables, segments or lattice representations for subword units [58].
Query-By-Example (QBE) uses phone lattice representation of keyword
examples to be matched against a similar representation of the target
utterance [59]. Text-based STD techniques are applied on phone lat-
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tices during the process of matching. Event based keyword spotting is
motivated by the fact that a keyword can be characterized by a set of
phonetic events and a faster processing can be achieved by minimizing
the set of phonetic events used to represent a keyword [60]. Unsupervised
techniques are template matching methods [59]. Such methods are based
on template matching paradigm where the queried keyword template is
matched with the target utterance for detecting a possible presence of
the same. These approaches do not require the availability of any kind
of labelled resources. Hence they are most suitable for under-represented
languages.

2.4.1 Acoustic Keyword Spotting Methods

Earlier works in keyword spotting started with the acoustics based
keyword spotting method. The process of acoustic keyword spotting is
depicted in Figure 2.2. Acoustic KWS is performed in only one stage
[61]. Recognition vocabulary is constructed with the set of designated
keywords. Non-keyword speech is modelled using the general speech
models.

Fig. 2.2 Acoustic keyword spotting approach
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In 1990 R.C. Rose and Douglas B. Paul presented a Hidden Markov
Model (HMM) based keyword recognizer (KWR) using continuous-
speech-recognition model [54]. The acoustic models are trained for
providing the representation of non-vocabulary speech.

A comparison of acoustic keyword spotting against large vocabulary
continuous speech recognition based keyword spotting and a hybrid
approach making use of phoneme lattices generated by a phoneme
recognizer is conducted by Igor Szoke et al. in 2005 [62]. A two-stage
process for utterance verification is presented by Rafid Sukkar A. et al.
[63]. The HMM-based speech recognizer produces recognition hypothesis.
The training is attained by a procedure to minimize the verification
error.

Eric D. Sandness and I. Lee Hetherington in 2000 proposed a training
technique for training only segments of speech relevant to keyword errors
[64]. In this work it is observed that the keyword error rate reduces
highly and the overall accuracy is improved for keyword-based training.
An out-of-vocabulary word detection method using confidence measures
and support vector machines is proposed by Y. Benayed et al. in 2003
[65]. The phone level information provides the confidence measures by a
Hidden Markov Model (HMM) based speech recognizer.

An approach for keyword spotting based on mapping the acoustic
representation of the speech into a vector space is proposed by J. Keshet
et al. [55]. The method describes an iterative algorithm for training a
keyword spotter. The disadvantage of the acoustic keyword spotting
is in handling new keywords. The target utterance is to be decoded
freshly with the new keyword list. This results in high search time. This
limitation is addressed by LVCSR systems [66].
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2.4.2 LVCSR based Keyword Spotting Methods

LVCSR system is used to generate word level transcription corresponding
to the input speech signal. Then the transcription generated is indexed
using information retrieval techniques available for text. These indices
are examined for the presence of the keyword to be searched. LVCSR
can be found in many of the recent keyword spotting systems. LVCSR
utilizes a large amount of annotated speech for supervised training of
HMMs. LVCSR engine first transforms the speech signal into text. It
searches the possible sequence of words using acoustic models based on
the Viterbi search algorithm. Next, it utilizes the search methods to
locate the keywords within the text. Figure 2.3 shows the block diagram
of a typical LVCSR keyword spotting system.

Fig. 2.3 An LVSCR keyword spotting system

R. Rose and D. Paul in 1990 proposed a Hidden Markov Model (HMM)
Based keyword Recognition System [54]. A speaker-independent HMM
keyword recognizer (KWR) based on a continuous-speech-recognition
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model is implemented. John S. Garofolo et al. proposed a Spoken
Document Retrieval (SDR) technology within a broadcast news domain
[67]. SDR involves the search and retrieval of excerpts from spoken
audio recordings using a combination of automatic speech recognition
and information retrieval technologies.

A framework for improving the accuracy of speech recognition is
proposed in 2000 by Mangu, L. et al. [68]. The method minimizes
word error rate by extracting the highest posterior probabilities of word
lattices. The method proposes a representation with the sequence of
word-level confusions in a compact lattice format So as to improve the
accuracy. A much more compact word lattice representation known as
Position Specific Posterior Lattice (PSPL) is proposed by Chelba, C.
and Acero. A in 2005 [69]. The posterior word probability at a specific
position in a lattice is given by PSPL by the summation of all weights
of the path.

A comparison of Position Specific Posterior Lattice (PSPL) and word
confusion Network (WCN) is discussed by Pan, Y. C., & shan Lee, L.
in 2010 [70]. Even though more space is required for index storage,
It is found that PSPLs outperform WCNs. Modeling of multilingual
words is one of the limitations, especially for Indian languages. LVCSRs
cannot naturally handle Out Of Vocabulary (OOV) words. It is due
to the effect of language model an LVCSR based approach gives high
word level accuracy. Thus LVCSR is not much effective for keyword
spotting approaches whose appropriate language model is not available
for training [66].
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2.5 Review on audio classification using Multiple
Instance Learning

Automatic audio analytics and classification is an emerging research
area in multimedia stream. Erling Wold et al. in 1996 introduced an
engine for content-based classification, search, and retrieval of audio data
[71]. This analysis allows the sounds to be classified or queried by their
audio content. Queries can be based on any one or a combination of the
acoustical features, either by specifying previously learned classes based
on these features, or by selecting or entering reference sounds and asking
the engine to retrieve sounds that are similar or dissimilar to them. A
system to retrieve audio documents by acoustic similarity is introduced
by Jonathan T. Foote in 1997 [72]. The similarity measure used is based
on statistics derived from a supervised vector quantizer.

In the early days, classification experiments were conducted on simple
cases such as speech-music classification, speech-silent classification etc.
Pfeiffer et al. presented a theoretical framework and application of
automatic audio content analysis using some perceptual features [73]. In
a work, D. Kimber et al. classified audio recordings into speech, silence,
laughter, and non-speech sounds, to segment discussion recordings in
meetings [74]. Zhang and Kuo introduced a method to discriminate
audio recordings into classes such as songs and speeches over music,
based on a heuristic-based model [75].

Audio-based approaches are also found more in video classification
literature rather than the texts and video based approach. Advantages
of audio approaches includes the usage of fewer computational resources
than visual methods and more dependable than text. In the earlier works
time domain features were used widely and later, researches started using
combined features from both time and frequency domains for better
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recognition accuracy [76, 77]. Among these features MFCC is identified
as the most used and trustable one [78].

Liu et al. in 1998 considered the problem of discriminating five types
of news namely commercial, basketball game, football game, news report,
and weather forecast [79]. They have designed an ergodic HMM using
the clip based features as observation vectors. A filter predictor for audio
event classification and extraction is introduced in 2017 by Visser et al.
[80]. Deep Neural Networks (DNNs) is used to extract underlying target
audio events from unlabelled training data.

The MIL problem was first formulated for the task of digit recognition,
Here a neural network was trained with the information on the presence
of a given digit without specifying its position [81]. Another early
application of MIL was to the problem of drug discovery in which the
bags were molecules of the drug and the instances were conformations
of those molecules [82]. MIL has also been applied to object detection
in images [83], video classification to match names and faces [84], and
to text classification [85], in which the bags were documents and the
instances were sentences or paragraphs. Many approaches have been
introduced for MIL, including mi-Graph, Gaussian Process Multiple
Instance Learning (GPMIL), MILBoost, mi-SVM and Bag key instance
SVM (B-KI-SVM) [86]. The use of weakly supervised machine learning
technique can reduce the computational cost in a large manner. So far
no work has been reported on the use of Multiple Instance Learning
(MIL) approach on speech audio classification.



2.6 Review on Speaker Spotting methods with emphasis on nonlinear properties of the
speech signal 25

2.6 Review on Speaker Spotting methods with em-
phasis on nonlinear properties of the speech sig-
nal

It was Lawrence Kersta who made the first major step towards speaker
identification by computers as he developed spectrographic voice identi-
fication at Bell Labs in the early 1960s [87]. His identification procedure
was based on the visual comparison of spectrogram, which was generated
by a complicated electro-mechanical device. Although the visual com-
parison method cannot cope with the physical and linguistic variation
in speech, this work encouraged the introduction of automatic speaker
recognition. The global shape of the Discrete Fourier Transform (DFT)
magnitude spectrum which is known as spectral envelope contains infor-
mation about the resonance properties of the vocal tract and has been
found out to be the most informative part of the spectrum in speaker
recognition [88].

In the subsequent four decades, speaker recognition research has ad-
vanced a lot. Speech production has been assumed to be linear in the
past, and the parameters such as the Mel Frequency Cepstral Coeffi-
cients (MFCCs) and Linear Predictive Cepstral Coefficients (LPCCs) are
used in speaker spotting system. Nowadays this linear model has been
challenged, and the importance of the nonlinearities emphasised [78].
Nonlinearity is routinely included in attempts to model the physical
process of vocal cord vibration, which have focused on two or more
mass models [89].Observations of glottal waveform reinforce this evi-
dence, where it has been shown that this wave form can change shape
at different amplitudes. Such change would not be possible in a strictly
linear system where the wave form shape is unaffected by the amplitude
changes. Nonlinear signal processing techniques have several poten-
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tial advantages over traditional linear signal processing methodologies
[90, 91]. Different nonlinear speaker spotting experiments are conducted
based on phase space reconstruction in 2003, dynamic modeling in 2002
and chaotic modelling in 2002 [92–94].

AdrianoPetry et al. in 2002, combined commonly used feature param-
eters, such as LP-derived cepstral coefficients and pitch, with nonlinear
dynamic features, namely, fractal dimension, entropy and largest Lya-
punov exponent [93]. They observed that the best results are obtained
when the nonlinear dynamic features are included and suggest that the
information added with these features was not present in the others so
far. Niko Brummer et al. conducted a comparison of linear and non-
linear calibrations for speaker recognition [95]. It is observed that the
non-linear methods provide wider ranges of optimal accuracy and it can
be trained without having resort to objective function tailoring. In 2017,
Shabnam Gholamdokht Firooz et al. evaluated some useful features
from the Recurrence Plot (RP) of the embedded speech signals in the
RPS; the proposed features are evaluated via applying a two-dimensional
wavelet transform to the resulted RP diagrams [96].

2.7 A special review on Indian language speech recog-
nition

The diversity in languages spoken in India truly reflects the diversity
in Indian life and culture. The structure and hence the language mod-
elling for Indian languages are different from English and other foriegn
languages and even carries significant differences within themselves.

A significant work on database development and speech recognition in
Indian language is reported at Tata Institute of Fundamental Research
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(TIFR), Mumbai [97]. A Speech Recognition system for agriculture
purpose using cell phones and landline in Marathi Language is developed
based on the dataset. The speech data for the project was collected
using two dedicated phone line. For the development of database two
volunteers have been appointed by the TIFR and IIT Bombay. They
visited various districts of Maharashtra and Collected the Speech Sample
by calling the dedicated phone lines. This database consists of speech
samples recorded from approximately 1500 speakers. As the phone
recorded data is narrow band speech along with background noise, wide
band speech are also recorded when the speaker speaks on the phone
line.

There are various standard speech databases available for foreign
Languages but very fewer for Indian Languages. Table 2.1 lists various
standard benchmark Speech Databases developed in different Indian
Languages to support speech processing research.

Table 2.1 List of standard benchmark speech databases avaial-
able in various Indian languages

Sl.No. Language
Database

Devoloped by
Application
of Database

1 Marathi TIFR Mumbai and
IIT Bombay

Speech Recognition
System for Agricul-
ture Purpose

2 Hindi C-DAC Noida Speech Recognition
System for Travel
Domain

Continue on the next page
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Table 2.1 List of standard benchmark speech databases avaial-
able in various Indian languages(cont.).

Sl.No. Language
Database

Devoloped by
Application
of Database

3 Telugu IIIT Hyderabad Speech Recognition
System for Agricul-
tural commodity
Price Enquiry

4 Telugu,
Hindi &
English

IIIT Hyderabad Travel and Emergency
Services

5 Garhwali Government P.G. Col-
lege, Rishikesh

Speech Recognition
System

6 Punjabi Punjabi University,
Patiala

Text to Speech Syn-
thesis System

7 Hindi,
Odiya,
Bengali &
Telugu

Utkal University,
Bhubaneswar

Text to Speech Syn-
thesis System

8 Hindi TIFR Mumbai and C-
DAC Noida

General Purpose

9 Hindi, Tel-
ugu, Tamil,
& Kannada

IIT Kharagpur General Purpose

10 Konkani
(Goan)

Islampur, Maharash-
tra

Text to Speech Syn-
thesis System

11 Kannada SJ College of Engi-
neering, Mysore

Text to Speech Syn-
thesis System

Continue on the next page
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Table 2.1 List of standard benchmark speech databases avaial-
able in various Indian languages(cont.).

Sl.No. Language
Database

Devoloped by
Application
of Database

12 Hindi &
Indian
Spoken
English

KIIT, Bhubaneswar Mobile based speech
recognition

13 Marathi,
Tamil &
Telugu

IIIT Hyderabad and
HP Labs Bangalore

General Purpose

14 Malayalam TEMU, Kerala General Purpose

Table 2.2 summarises the automatic speech recognition works reported
in Indian Languages in this millennium. Most of the recent ASR works
are developed on Hidden Markov Modelling based implementations. The
MFCC, LPCC, PLP etc. are the commonly used parameters for speech
modelling in conventional ASR systems. Table 2.2 summarizes the
major recent speech recognition research outcomes reported for Indian
languages. The table includes quick references of 11 works from Hindi
and from other Indian languages including Punjabi (3), Tamil (10),
Assamese(2), Bengali (4), Marati (8), Urdu (2), Oriya (2), Kannada (5),
Telugu (7), Gujarati (4), Bodo (2) and Malayalam (11).
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Table 2.2 Summary of recent ASR research in Indian language

Sl.
No.

Language Work
Methods

Used
Year Authors

1 Hindi continu-
ous speech
recognition

MFCC fea-
ture based
dynamic time
wrapping

2000 Samu-
dravijaya
[18]

2 Hindi continu-
ous speech
recognition

IBM speech
recognizer

2002 Chalapa-
thy Neti et
al. [98]

3 Hindi Digit recogni-
tion

HMM 2006 Gupta et al.
[99]

4 Hindi Digit recogni-
tion

LPC coeffi-
cientsBased
HMM

2006 Venki-
taramani
[100]

5 Hindi Large Vocab-
ulary Contin-
uous Speech
Recognition

HMM trained
using forward
backward Al-
gorithm and
Trigram Lan-
guage Model

2004 N.Rajput
M et al.
[13]

6 Hindi Continu-
ous Speech
Recogniser

Julius Speech
Recognition
Engine

2010 Mathur et
al. [101]

7 Hindi Travel Do-
main AR

Julius Speech
Recognition
Engine

2010 Sunitha et
al. [102]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

8 Hindi Isolated Word
Speech Recog-
niser

MFCC fea-
ture based
HMM

2011 Kumar and
Agarwal
[103]

9 Hindi Statistical
Analysis of
Classification

Extended
MFCC based
HMM

2011 Agarwal
and Dave
[104]

10 Hindi Connected
digit recog-
nizer

HMM 2011 Mishra et
al. [105]

11 Hindi Speech Recog-
nition with
speaker
Adapatation

HMM for
recognition
and Maxi-
mum Likely
Hood Linera
Regression
for Speaker
Adaptation

2011 Sivaram et
al. [106]

12 Punjabi Isolated and
connected
word recog-
nizer

Acoustic Tem-
plate Match-
ing

2004 Kumar et
al. [107]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

13 Punjabi Speech Recog-
nition

Group of tech-
niques includ-
ing ANN and
Vector Quan-
tisation

2012 Ghai W et
al. [108]

14 Punjabi Isolated Word
Recognition
System

HMM and
DWT

2010 Kumar et
al. [109]

15 Tamil Domain Spe-
cific Speech
Recognition

HMM 2001 Nayeen-
mulla et al.
[110]

16 Tamil Language
model for
speech recog-
nizer

Morpheme
based and
other Models
comparison

2004 Saraswathy
et al. [111]

17 Tamil Continu-
ous speech
recognizer

Automat-
ically an-
notated
recognizer
and HMM

2006 Lakshmi A
et al. [112]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

18 Tamil Continuous
Speech Recog-
nition - Word
and triphone
based

HMM 2008 R.
Thangara-
jan et al.
[113]

19 Tamil Continu-
ous Speech
Recognition

MFCC and
HMM

2009 R.
Thangara-
jan et al.
[114]

20 Tamil Recognition
for Words and
Numerals

MFCC and
DTW

2012 V.S.Dharun
et al. [115]

21 Tamil Continu-
ous Speech
Recognition,
monophone
based

HMM 2012 V. Radha
et al. [116]

22 Tamil Continu-
ous Speech
Recognition

HMM 2012 Vimala C.
et al. [116]

23 Tamil Digits Recog-
nition

Vector Quan-
tisation

2012 S. Karpa-
gavalli et al.
[117]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

24 Tamil Word Based
Speech Recog-
nition

HMM 2013 A. Akila et
al. [118]

25 Assameese Digit Recogni-
tion

LPC and
Heteroge-
neousANNs

2010 M. P.
Sarma et
al. [119]

26 Assameese Digit Recogni-
tion

Cooperative
LVQ

2011 M. P.
Sarma et
al. [120]

27 Bangali Phoneme
Recognition

Neural Net-
work based
Aproach

2003 M. R. Has-
san [121]

28 Bangali Isolated Word
Recognition

HMM 2006 Mahmudul
Hoque et
al. [122]

29 Bangali Triphone
and mon-
phone based
language
models

Decision tree
based cluster-
ing

2008 Banerjee et
al. [123]

30 Bangali E-mail Ap-
plication for
blind

HMM based 2010 Mandal et
al. [124]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

31 Marati Digit Recogni-
tion

Linear Predic-
tive Coding
(LPC) co-
efficients
decomposed
using Dis-
crete Wavelet
Transform
(DWT) With
Continuous
Density HMM

2009 N. S. Nehe
et al. [125]

32 Marati Isolated Word
Recogniser

Multi HMM 2012 Kayte et al.
[126]

33 Marati acoustic
features for
aspiration
detection in
voiced and un-
voiced stops
of Marathi

Feature Detec-
tion

2011 Vaishali
Patil et al.
[127]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

34 Marati The au-
tomatic
detection of
aspiration
in Marathi
word-initial
voiced stops
and affricates

Feature Detec-
tion

2013 Vaishali
Patil et al.
[128]

35 Marati Language
Modelling for
ASR Systems
to be used in
rural areas

HMM 2013 Tejas Go-
dambe
[129]

36 Marati Phoneme
Recognition
On Android
OS platform

DTW 2014 Saroj B et
al. [130]

37 Marati Isolated Word
Recognition

MFCC and
DTW features

2010 Gawali et
al. [131]

38 Marati Medical En-
quiry System

Emphasis on
Model

2011 Gaikwad S
et al. [132]

39 Oriya Digit Recogni-
tion

Bakis Model
of HMM

2011 Mohanty
and Swain
[133]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

40 Oriya Isolated Word
Recognition

HMM 2010 Mohanty
and Swain
[134]

41 Urdu Continu-
ousSpeech
Recognition

HMM ,
developed
Urdu Auto
completer
and Lexicon
Development
Utility

2009 Raza et al.
[135]

42 Urdu Continu-
ousSpeech
Recognition

HMM based 2010 Sarfraz H
[136]

43 Kannada Isolated Word
Recognition

DWT and
PCA

2010 M. A.
Anusuya et
al. [137]

44 Kannada Isolated Word
Recognition

SVM 2012 Sarika
Hegde et
al. [138]

45 Kannada Vector Quan-
tisation

2012 M A
Anusuya et
al. [139]

46 Kannada Digit Recogni-
tion

DWA and
PCA

2013 Shiva Ku-
mar [140]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

47 Kannada Isolated Word
Recognition

SVM 2013 Sarika
Hegde
[141]

48 Telugu Isolated
Vowel Recog-
nition

Neural Net-
works

2003 Sai Prasad
P. S. V. S
et al. [142]

49 Telugu Continu-
ous Speech
Recognition

Group Delay
Function and
MFCC

2004 Hegde R.M
et al. [143]

50 Telugu Continu-
ous Speech
Recognition

Modified
Group Delay
Function

2005 Hegde R.M
et.al. [144]

51 Telugu Dictation
Sytem

Statistical
analysis for
framing syl-
labication
rules

2009 Sunitha
.K.V.N et
al. [145]

52 Telugu Syllable based
Recognition
Analysis

Emphasis
on Syllable
extraction

2012 Sunitha
.K.V.N et
al. [146]

53 Telugu Speech Recog-
nition

HMM 2012 Vijai
Bhaskar P
et al. [15]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

54 Telugu Speech Recog-
nition

Error Analy-
sis based im-
provements

2012 Usha Rani
N et al.
[147]

55 Gujarati IsolatedWord
Recognition

Adapted En-
glish Speech
Recognition
System

2011 Himanshu
N. Patel et
al. [148]

56 Gujarati Telephone
Command
Processing

DTW 2014 Pandit P.
et al. [149]

57 Gujarati Digit Recogni-
tion

DTW 2014 Pandit P.
et al. [149]

58 Gujarati Speech Recog-
nition

Neural Net-
work

2013 Patel
Pravin et
al. [150]

59 Bodo Noise Robust
Speech Recog-
nition

ANN 2011 M.K.Deka
et al. [151]

60 Bodo TonalWord
Recognition

RNN based
Phoneme
Recogniser

2013 Utpal
Bhat-
tacharjee
[152]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

61 Malayalam Large Vocab-
ulary word
recognition

lexicon based
heuristics and
HMMs

Lajish V.L
et al. [153]

62 Malayalam Isolated Word
Recognition

HMM 2006 Lajish V.L
et al. [154]

63 Malayalam Isolated Word
Recognition

ANN with
wavelet basd
features

2008 V.R.V.
Krishnan
et al. [8]

64 Malayalam Speech Recog-
nition

HMM based 2008 Syama R et
al. [155]

65 Malayalam Question
Word Recog-
nition for
Speech Query
System

ANN 2010 A.R. Suku-
mar et al.
[156]

66 Malayalam Continu-
ous Speech
Recognition

HMM 2010 Anuj Mo-
hamed et
al. [157]

67 Malayalam Continu-
ous Speech
Recognition

HMM – Hy-
brid Model
ANN

2012 Anuj Mo-
hamed et
al. [158]

68 Malayalam Isolated Word
Recognition

ANN with
wavelet basd
features

2012 Sonia
Sunny et
al. [7]

Continue on the next page
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Table 2.2 Summary of recent ASR research in Indian lan-
guage(cont.)

Sl.
No.

Language Work
Methods

Used
Year Authors

69 Malayalam Short Query
based Direc-
tory Access

HMM 2013 Lajish V.L
et al. [159]

70 Malayalam Keyword
Spotting

HMM 2015 Vivek P et
al. [160]

In the last few years, speech to speech systems and multilingual
speech recognition approaches has been emerging to accommodate the
diversity in the Indian Language domain. Sweety et al., attempts
bilingual speech recognition in Assamese and English language. The
proposed approach uses MFCC and ANN for speech recognition [161].
A multilingual speech processing system for answering travel related
and other emergency queries was developed by IIIT Hyderabad [162] to
support the tourism industry. Tejaswi et al. developed acoustic models
using deep neural networks (DNN) for low resource languages [163].
Experiments were conducted on Kannada (low resource) and Telugu
data and 46% relative improvement is observed in multi-task framework
over its mono-lingual DNN. Thus in recent works on speech recognition,
various speech processing tasks are integrated to realise multilingual
speech signals.

2.8 Conclusion

The studies on recent developments in the evaluation of keyword spotting
system based on different strategies for feature selection and classifi-
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cation techniques are reviewed in this chapter. Studies on allophonic
properties and durational analysis of phones in different languages are
also considered and reviewed. A detailed discussion has been carried out
on the progress and current status of research in Grapheme-to-Phoneme
methods. It is observed that not many research works in these area
have been carried out in Malayalam language. It is marked that the
durational information and pre-processing tools like G2P converter has
a relevant role in regional language computing. A quick review on the
keyword spotting and speech analytics techniques have been performed.
Significant works in two emerging speech analytics research areas, audio
classification and speaker spotting are also reviewed in detail. Finally
a special review on recent advances in speech research in Indian lan-
guages is also conducted with a special emphasis on Malayalam speech
processing.



Chapter 3

A Study on Malayalam Phonology
based on Durational and Spectral
Characteristics of Allophonic
Variations in Vowel Phonemes

3.1 Introduction

Malayalam, the mother tongue of the south Indian state Kerala is spoken
by more than 40 million people in Kerala, Lakshadweep Islands, Mahe
etc. [164]. It is the youngest in the Dravidian language family and
conferred the classical language status by the Government of India in
2013. Malayalam is included in the list of top 30 languages spoken in
the world and top 10 languages in India. The dual rooted evolution of
Malayalam from Sanskrit and Tamil make it unique in Indian languages
[165].

Speech recognition and speech synthesis in Malayalam is an active
research area [166, 167, 6]. But the attempts have not yet reached
the realm of successful development of Malayalam speech technology
solutions that are useful for the masses. Further study is essential on
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the basic structure and peculiarities of the language in the perspective
of Malayalam language computing. Malayalam is an alphasyllabary
language with the aksharam (character) as its core. It may be also noted
that almost one to one correspondence exists between orthographic
symbols in the alphabet and phoneme in Malayalam [9].

Phones are considered to be the basic unit in speech and a phone is
a physical sound produced when a particular phoneme is articulated.
There will be an infinite number of phones corresponding to a phoneme
due to the underlying variability of vocal tract configurations. Allophone
is a class of phones corresponding to a specific variant of a phoneme.
The utterance of a phoneme is affected by the context it appears. This
co-articulation effect is mainly responsible for allophonic variations.
Forward or anticipatory co-articulation refers to the changes due to
anticipatory phonemes. Backward or preservatory co-articulation is
caused by the inertia of the uttered phonemes [168]. It is evident that
each phoneme existing in speech will be in any of its allophonic forms.

A well-defined rule-based structure aids for almost every allophone
formation in Malayalam [164, 9]. These contextual rules explains the
allophonic variability in terms of the place of occurrence of the phone
(including initial, middle and final) and the neighbouring phonemes.
These rules can be effectively used for speech synthesis where concate-
nating allophones are employed. The sequence of graphical signs, named
as graphemes, can also be converted to the corresponding sequence of
allophones (Grapheme to Allophone conversion) based on these rules. To
the best of our knowledge, no detailed study has been reported in Malay-
alam which places allophones as the basic unit in speech recognition or
synthesis.

In this work, long and short vowel allophones in Malayalam are
identified and listed. Detailed analysis of the durational and the spectral
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differences of the first two formants are performed on the allophonic
inventory. Rest of this chapter is organized as follows. Section 3.2
describes the properties of Malayalam phones and allophones. Section
3.3 discuss the process of finding the extensive rule set for the formation of
Malayalam vowel and consonant allophones. This section also introduces
the TEMU Malayalam phonetic archive. Section 3.4 discusses durational
properties of Malayalam vowel allophones and the session 3.5 presents
the studies on spectral differences of vowel allophones based on formant
frequencies. Section 3.6 discusses allophonic clustering of Malayalam
vowels and section 3.7 concludes the work.

3.2 Malayalam Phoneme Set and Allophones

A phone refers to the instances of phonemes in the actual utterances.
The smallest meaningful distinctive sound unit in a language is called
a phoneme. The phoneme set varies considerably from one language
to another. International Phonetic Alphabet (IPA) defines around 150
phones among all languages. American English has around 40 phonemes.
Malayalam has 11 vowel phonemes, 2 diphthongs, and 37 consonant
phonemes together constitute a 50 member phoneme set [27]. The
following section describes the characteristics of phonetic inventory of
Malayalam language and its allophonic variations in detail followed by
an introduction to the the structure of the Malayalam phonetic archive
used in this study.

3.2.1 Malayalam Vowel Phones

The vowels are produced by exciting an essentially fixed vocal tract
shape with quasi-periodic pulses of air caused by the vibration of the
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vocal cords [169]. The sound difference is produced by changing the
shape and position of lip and tongue. Diphthongs are considered as
the combination of vowels as an in-between smooth transition happens
between the vowel configurations.Malayalam has 11 monophthongs and
2 diphthongs [170]. Based on articulation, among the 10 vowels, 4 are
classified as front vowels (ഇ [i], ഈ [i:], എ [e], ഏ [e:]), two as central
vowels (അ [a], ആ [a:]) and four classified as back vowels (ഉ [u], ഊ [u:],
ഒ[o], ഓ [o:]). Ideally, the frequently used semivowel ( ˇ / ə /) can either
be treated as a separate phoneme or as an allophonic variation of ഉ /u/.
In this work we have considered ˇ/ə/ as an allophone of /u/. Another
sound ഋ /ṛ/ is not included in the study as it is rarely used in normal
speech. The complete list of Malayalam vowels and diphthongs with its
allophones are shown in figure 3.1.

Fig. 3.1 Malayalam Vowels and Diphthongs and its allophonic
variations
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As part of this study, 107 allophones in Malayalam which include
76 consonant allophones, 28 vowel allophones and 3 allophones corre-
sponding to diphthongs are identified. The vowels have relatively high
degree of allophonic variability. It is also reported that, while comparing
with the ideal positions of vowels in the Cardinal Vowel Figure [169],
Malayalam vowels are slightly displaced towards inside from the vowel
area borders [9].

3.2.2 Malayalam Consonant Phones

A consonant is a speech sound that is articulated with the complete
or partial closure of the vocal tract [169]. The classification problem
of consonants is more challenging than that of vowels. There are more
parameters of contrast with the neighbours on consonant classification.
Consonants can be broadly categorized into plosive (stop consonant),
nasal, fricative, flapped, lateral, approximant and glide. Malayalam
has 38 consonants in which 21 of them are plosives. Plosives are again
classified based on voice and aspiration. The classification of Malayalam
plosives are given in table 3.1 and the consonants other than plosives
are listed in table 3.2.

Table 3.1 Classification of Malayalam plosives

Voice B
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Voiceless unaspirated പ [p] ത [t] Ê [r]̱ ട [ʈ] ച [c] ക [k]
Aspirated ഫ [ph] ഥ [th] ഠ [ʈh] ഛ [ch] ഖ [kh]
VoicedUnaspirated ബ [b] ദ [d] ഡ [ɖ] ജ [ʄ] ഗ [g ]
Aspirated ഭ [bh] ധ [dh] ഢ [ɖ h] ഝ [ʄh] ഘ [gh]
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Table 3.2 Classification of Malayalam consonants other than
plosives
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Nasal മ [m] ന [n̪] ന [n] ണ [ɳ] ഞ [n] ങ [ŋ]
Fricative സ [s] ഷ [ʂ] ശ [ʃ] ഹ [h]
Trill/flapped ര[r] റ[ṛ]
Lateral ല [l]/ ² ള/ ³ [ɭ]
Approximant ഴ [ʐ]
Glide വ [v] യ [y]

3.3 Founding an Exhaustive Rule Set for Malay-
alam Allophone Formation

The variation in the duration of a phoneme can be attributed to many
factors. Some factors such as contextual variability can be detected from
the text while some others such as dialect cannot be detected from the
text [22]. In their separate works, Asher and V.R. Prabodhachandran
Nair have described the language rules of Malayalam allophone forma-
tion in detail [165, 9]. They have proposed linguistic descriptions for
defining the allophones of each Malayalam phones. It further reveals
that these findings can be transformed to a position and neighborhood
information-based rule set that defines the formation of vowel allophones
in Malayalam. The following section describes the process of finding rule
set for the formation of Malayalam vowel allophones in detail.
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3.3.1 Rule set for the formation of Malayalam Vowel Allo-
phones based on the Position and Neighbourhood In-
formation

A rule set for the formation of vowel allophones in Malayalam based
on the position and neighbouring information is created. In the case of
vowel ഇ /i/, the three allophones [I],[yi] and [iy] are formed correspond
to medieval, initial and final position of occurrence of the phone ഇ /i/ .
The vowel phone, ഉ /u/ has 7 allophones in Malayalam. The allophone
[wu] is characterized by the initial position and the second allophone [uw]
is characterized by the presence of off-glide in the final position. The
third allophone [ɯ] occurs in the middle syllable. The fourth allophone
[ɯv] occurs in Sanskrit originated words after certain phonemes. The
fifth allophone [U] happens if preceded by an initial consonant in a word
and finally the last two allophones correspond to the semivowel [ə]. In
general, this allophonic categorizations in Malayalam is sufficient to
capture the variations due to place and co-articulation effects. Table
3.3 represents these newly framed rule set to denote the formation of
Malayalam vowel allophones.

Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones

Sl.No. Phoneme Allohone Position Rule

1 ഇ[i]
[i] Middle Metadata: Low

high front unrounded
short vocoid. Neigh-
bourhood: Any

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule
[yi] Initial Metadata: High

front unrounded long
tense vocoid with
onglide. Neighbour-
hood: Any

[yi] Final Metadata: High
front unrounded
short tense vocoid
with offglide. Neigh-
bourhood: Any

2 ഈ[i:]
[yi:] Initial Metadata: High

front unrounded long
tense vocoid with
onglide. Neighbour-
hood: Any

[i:] Middle Metadata: High
front unrounded tense
long vocoid; medially.
Neighbourhood:
Any

3 എ[e]
[ye] Initial Metadata: Higher

mid front unrounded
short tense vocoid
with onglide. Neigh-
bourhood: Any

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule
[ey] Initial Metadata: Higher

mid front unrounded
short tense vocoid
with offglide [j].
Neighbourhood:
Any

[E] Middle Metadata: Mean
mid front unrounded
short vocoid. Neigh-
bourhood: Any

4 ഏ[e:]
[ye:] Initial Metadata: Higher

mid front unrounded
long tense vocoid
with onglide. Neigh-
bourhood: Any

[er:] Final Metadata: Higher
mid front unrounded
long tense vocoid
with offglide [j].
Neighbourhood:
Any

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule
[e:] Middle Metadata: Higher

mid front unrounded
long tense vocoid.
Neighbourhood:
Any

5 അ[a]
[∧] Inital& Fi-

nal
Metadata: Low mid
back vocoid in the
initial syllable and
word. Neighbour-
hood: Any

[A] Middle Metadata: Low mid
central vocoid in
the medial syllable.
Neighbourhood:
Any

6 ആ[a:]
[a:] - Metadata: Low

back long tense
vocoid after velar
consonants. Neigh-
bourhood: Left :
Velar Consonants

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule
[a:] - Metadata: Low cen-

tral long vocoid after
all non-velaric conso-
nants. Neighbour-
hood: Left : Non-
velar Consonants

7 ഉ[u]

[wu] Initial Metadata: High
back rounded tense
short vocoid with
onglide [w]. Neigh-
bourhood: Any

[uw] Final Metadata: High-
erback rounded
tense short vocoid
with offglide [w].
Neighbourhood:
Any

[ɯ] Middle Metadata: High
back unrounded
short vociod in
the medial syllable.
Neighbourhood:
Any

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule
[ə] Final Metadata:

Higher,mid cen-
tral unrounded open
vocoid, between
consonant and vowel
inthe word boundary
with open juncture.
Neighbourhood:
Any Other:Open
juncture.

[ə*] - Metadata: In open
juncture ’ə’ is in
free variation after
the following,some
phonemes. Neigh-
bourhood: [ ɳ] [ɭ]
[ṛ] [ɭ]]

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule
[ɯv] - Metadata: Low

high back unrounded
vocoid after some
phonemes. Neigh-
bourhood: Right
:Labial, dental,
palatal, and ve-
lar plosives and
labial, anddental
nasals and non-
retroflex fricatives
and labio-dental,con-
tinuants.Other:In-
Sanskrit words

[U] - Metadata: Low
high back rounded
tense vocoid, af-
ter word initial
consonant. Neigh-
bourhood: Right
:Consonant as the
first letter in a word

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule

8 ഊ/u:/
[wu:] Initial Metadata: High

back rounded long
tense vocoid with
onglide [w]. Neigh-
bourhood: Any

[u] Other
than
Initial

Metadata: High
back rounded tense
vocoid, elsewhere.
Neighbourhood:
Any

9 ഒ/o/
[wO] Initial Metadata:

Higher,mid back
rounded tense short
vocoid with onglide
[w] in the,initial
position. Neigh-
bourhood: Any

[O] Middle Metadata:
Mean,mid back tense
rounded short vocoid.
Neighbourhood:
Any

Continue on the next page
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Table 3.3 Position and neighbourhood based rule set to denote
the formation of Malayalam vowel allophones(cont.).

Sl.No. Phoneme Allohone Position Rule

10 ഓ/o:/
[wO:] Initial Metadata: Higher

mid back rounded
tense long vocoid
with onglide. Neigh-
bourhood: Any

[O] Medi-
aland
Final

Metadata: Higher
mid back tense long
vocoid. Neighbour-
hood: Any

These ten rules, accountable for the formation of Malayalam vowel
allophones shown in Table 3.2, are then effectively used in the imple-
mentation of Grapheme to Phoneme (G2P) transcription algorithm as
discussed in Chapter 4. The following section describes the formation of
rule set for Malayalam consonant allophones.

3.3.2 Rule Set for the formation of Malayalam Consonant Al-
lophones

A rule set for the formation of consonant allophones in Malayalam are
also constructed based on the position and neighbouring information.
The list of Malayalam consonants with its allophones is shown in table
3.4. It can be seen that there are nineteen consonants with only one
allophone and few allophones have more than one rule for its formation.
For example, the allophone [v] of the vowel വ /v/ has three rules for
the formation based on its position and neighbourhood. In this case the
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allophones may occur in (a) word initial position (b) medial position
(in clusters where [w] does not appear) (c) mostly short and rarely long
intervocalic positions. In another case, the consonant phoneമ [m] has
4 allophones in Malayalam. The allophone [m̪h] occurs before velar
fricative. The next allophone [M] occurs in consonant clusters when
preceded by alveolar flap. The third allophone [m] is characterized by the
presence of labio-dental continuant before it and the final allophone [m]
(bilabial nasal) occurs elsewhere other than the above three allophones.

Table 3.4 List of Malayalam consonant allophones

Sl.No. Phoneme Allophone

1 പ [P]

[p]
[β ]
[b]
[P]

2 ഫ[ph] [ph]

3 ബ[b]
[B]
[b]

4 ഭ [bh] [bh]

5 മ [m]

[m̪h]
[M]
[m]
[m]

6 വ [v]
[w]
[v]

7 ത[ t ]

[t]
[t’]
[ð]

Continue on the next page
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Table 3.4 List of Malayalam consonant allophones(cont.).

Sl.No. Phoneme Allophone
[d]

8 ഥ [th] [th]

9 ദ [d]
[ḍ]
[d]

10 ധ [dh] [dh]

11 ന [n]
[n]
[n]

12 Ê [r]̱
[d]
[t]

13 ന[n]
[nh]
[n]

14 സ [s] [s]
15.a ര [r] [r]
15.b റ [ṛ] [ṛ]
16 ല/² [l] [l]

17 ട [ʈ]

[ɖ]
[ɽ ]
[ʈ]
[T]

18 ഠ [ʈh]
[ʈh]
[Th]
[h]

19 ഡ [ɖ] [ɖ]
20 ഢ[ɖh] [ɖh]
21 ണ [ɳ] [ɳ]

Continue on the next page
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Table 3.4 List of Malayalam consonant allophones(cont.).

Sl.No. Phoneme Allophone
22 ഷ [ʂ] [ʂ]
23 ള/³ [ɭ ] [ɭ]
24 ഴ [ʐ] [ʐ]

25 ച [c]

[c]
[c]̬
[ɟ]
[C]

26 ഛ [ch]
[ch ]
[Ch]

27 ജ [ ɟ ]
[J]
[j]

28 ഝ [ɟ h] [ɟ h]
29 ഞ [ɲ] [ɲ]
30 ശ [ʃ] [ʃ]
31 യ [y ] [y ]

32 ക [k]

[k]
[kj]
[Ɣ]̣
[ɠ]
[ʈ]
[K]

33 ഖ [kh]
[kh]
[Kh]
[Kh]

34 ഗ [g]
[G]

Continue on the next page
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Table 3.4 List of Malayalam consonant allophones(cont.).

Sl.No. Phoneme Allophone
[g]

35 ഘ [gh] [gh]

36 ങ [ŋ]

[ŋ]
[ŋj]
[ŋ<]
[ŋ>]
[ŋ’]

37 ഹ [h] [H]

3.3.3 TEMU Malayalam Phonetic Dataset

In this work, an inclusive Malayalam phonetic dataset which is being
designed and developed in collaboration with the Malayalam phonetic
archive project owned by Thunchath Ezhuthachan Malayalam University
(TEMU), Kerala, India which is used for the experimental purposes [171].
It is a fairly comprehensive dataset created by taking into consideration
of a carefully compiled inventory of phones which are currently employed
in the Malayalam language. The author of this work is also involved
directly in the aforementioned project by providing proper directions for
content listing and technical support for digitization and web publishing.
Malayalam phoneme segments are recorded in its standardized orthogra-
phy followed by a number of examples of its occurrence in phonologically
relevant different positions. Allophones are listed together and pronunci-
ation of each example recorded from the natural speech is demonstrated
in both male and female voices. The dataset comprises of 11 vowels,
2 diphthongs and 38 consonants, and its allophonic variation with 900
spoken words as examples. It is presently available as a web portal in
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public domain under creative common license [171]. The following sec-
tion describes the durational properties of Malayalam vowel allophones
derived on the basis of the detailed analysis performed on the TEMU
dataset.

3.4 Durational Properties of Malayalam Vowel Al-
lophones

This section describes a detailed analysis conducted to obtain the dura-
tional properties of Malayalam vowel allophones. These findings could
be the basis for the preliminary works that are conducted to incorpo-
rate duration-specific knowledge to build speech recognition or speech
synthesis systems. Phoneme segmentation is the most important pre-
processing task to be performed in the phoneme level speech recognition.
In phoneme segmentation algorithms, mostly the phonemes are assumed
to be of the same length and segmented using a fixed size window. Du-
rational analysis of phonemes performed in many languages reveals the
variability in the duration of individual phonemes [28]. So the phone seg-
mentation algorithms must consider the variability in phoneme duration
for an improved performance. The phoneme level duration variability is
language specific. Considering these facts a detailed analysis is conducted
to establish durational phoneme models for Malayalam language.

The duration of each individual vowel phones and its allophonic
examples are computed from the utterances of the same phone by different
male and female speakers. Figure 3.2 shows the spectral representation
indicating the duration of the allophone [ye] of the vowelഎ /e/ obtained
from the word എലി [eli]. It is observed that, this duration computed for
the allophone [ye] varies from the duration of the other allophones [ey]
and [E] of the same vowelഎ /e/.
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Fig. 3.2 Duration of the allophone [ye] of the word [eli]

We have selectively used 238 Malayalam words from TEMU dataset
accommodating all vowel allophonic variability for the conduct of the
experiments. The average durations of all allophonic variations of ten
Malayalam vowels are computed distinctly from the selected set of words
comprising that allophone taken from the TEMU dataset. Figure 3.3
shows the average durations of seven different allophones of the vowel
ഉ /u/ computed distinctly from the selected words comprising these
allophones. From the figure, it is evident that there exist significant
variabilities in the duration obtained for different allophones of the vowel
phoneme ഉ /u/.
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Fig. 3.3 Average Durations of seven allophones of the Malay-
alam vowel ഉ /u/

The mean duration obtained for the of ten Malayalam vowels including
all the allophonic variations is 0.14284 sec for the male speaker and
0.15563 sec for the female speaker. The duration range is from 0.04155
sec to 0.28936 sec for the male, and 0.04316 sec to 0.33001 sec for the
female speaker. The detailed statistics including the average duration
of allophones corresponding to each Malayalam vowel together with the
Mean and Standard Deviation (SD) are computed and listed in table
3.5. The speech samples from the TEMU dataset is used to conduct this
analysis.
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Table 3.5 Durational statistics of Malayalam vowel allophones

Sl.No Vowel Allophones
Average Duration (sec)

Male Female

1 ഇ[i]

[i] 0.08871 0.12866
[yi] 0.11778 0.14847
[yi] 0.09356 0.10311

Mean 0.09871 0.12617
SD 0.01758 0.02210

2 ഈ [i:]

[yi:] 0.20628 0.22192
[i:] 0.20229 0.22763

Mean 0.20429 0.22478
SD 0.03948 0.04673

3 എ[e]

[ye] 0.12792 0.14015
[E] 0.08989 0.10110

Mean 0.10890 0.12062
SD 0.02454 0.02778

4 ഏ[e:]

[ye:] 0.24340 0.25133
[er:] 0.20149 0.11787
[e:] 0.20317 0.24064

Mean 0.21391 0.20435
SD 0.03674 0.06900

5 അ[a]

[∧] 0.11452 0.15527
[A] 0.08414 0.08588

Mean 0.09933 0.12057
SD 0.01819 0.03656

6 ആ[a:]

[a:] 0.22137 0.26522
[a] 0.21536 0.27507

Continue on the next page
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Table 3.5 Durational statistics of Malayalam vowel allo-
phones(cont.).

Sl.No Vowel Allophones
Average Duration (sec)

Male Female
Mean 0.21870 0.26960

SD 0.02341 0.02772

7 ഉ[u]

[wu] 0.09610 0.10346
[uw] 0.10917 0.08431
[ɯ] 0.07510 0.07979
[ə] 0.15100 0.08847
[ə*] 0.13990 0.08253
[ɯv] 0.06245 0.07106
[U] 0.08139 0.07943

Mean 0.09856 0.08409
SD 0.03565 0.01455

8 ഊ/u:/

[wu:] 0.19784 0.24334
[u] 0.19789 0.21948

Mean 0.19786 0.23380
SD 0.02819 0.04677

9 ഒ/o/

[wO] 0.10789 0.11639
[O] 0.09402 0.13223

Mean 0.10096 0.12431
SD 0.01459 0.02296

10 ഓ/o:/

[wO:] 0.24083 0.26733
[O] 0.20402 0.23338

Mean 0.22351 0.25135
SD 0.03539 0.04161
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A comparison is performed on the durations computed for the isolated
vowel phones and the average durations obtained for the vowel allophones
extracted from the example word set present in the TEMU dataset.
Figure 3.4a - 3.4b shows the duration of the isolated vowel phones
together with the average duration for each vowel phoneme extracted
from the allophonic variations obtained from the TEMU dataset for both
male and female speakers.

(a) Male Speaker

(b) Female Speaker

Fig. 3.4 Duration of isolated vowel phones and the average
duration of its allophonic variations
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The following section describes the analysis of the spectral charac-
teristics of the Malayalam vowel allophones particularly based on their
formant frequencies.

3.5 Formant Frequency Analysis of Malayalam Vowel
Allophones

Formant frequency is identified as acoustic resonance of vocal tract
reflected as a spectral peak in the sound spectrum. The lowest frequency
formant is called F1 followed by F2 and F3. It is obvious from the
literature that the first two formants F1 and F2 are sufficient to recognize
a vowel in most of the languages [169]. In this work the first formant
(F1) and second formant (F2) are computed from the isolated utterances
of each vowel phone and also from all its allophonic variations. The
Malayalam short and long vowels are grouped into five pairs including (ഇ
/i/, ഈ /i:/), (എ /e/, ഏ /e:/), (അ /a/, ആ /a:/), (ഉ /u/, ഊ /u:/), (ഒ /o/, ഓ /o:/).
A scatter-plot is then constructed by plotting F1 against F2 computed
from each allophonic examples corresponding to a vowel pair. Similarly
scatter-plots corresponding to all such five vowel pairs are constructed
separately for both male and female speakers.

Figure (3.5a - 3.5e) and figure (3.6a - 3.6e ) show the scatter-plot of
F1 and F2 values for the short and long vowel pairs extracted from the
speech samples corresponding to male and female speaker respectively.
From the scatter-plots, it is evident that the formant frequencies of the
short and long vowel pairs corresponding to each Malayalam vowel fall
in same range.

As another experiment, the scatter-plot of F1 and F2 values, computed
from each allophonic examples,corresponding to all the five short vowels
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are constructed. Figure (3.7a - 3.7b) show the scatter plot of F1 and
F2 values obtained for the five Malayalam short vowels. From the plots
it can be seen that the allophones of the same short vowel tend to
form a cluster based on their formant frequencies. Five such clusters
corresponding to each vowels can be distinguished from these plots.

From these analysis it can be concluded that the formant frequencies
show the capability to distinguish Malayalam short vowels whereas
cannot be considered as efficient parameter for the classification of short
and long vowels. Finally, an experiment is conducted to analyse the
formant frequency distribution among the allophones of the Malayalam
vowel. For further analysis F1 and F2 of the allophonic examples of the
Malayalam vowelsഅ /a/, ഇ /i/ and ഉ /u/ are computed separately for male
and female speakers. Figure (3.8a - 3.8c) and figure (3.9a -3.9c) show
the scatter plots of F1 and F2 values obtained from the allophones of the
aforementioned three Malayalam vowels corresponding to both male and
female speakers respectively. From these F1-F2 plots it is observed that
separate clusters are formed corresponding to two allophones for vowel
അ /a/, three allophones for vowel ഇ /i/ and seven allophones for vowel
ഉ /u/. That is the allophones of the same vowel form clusters among
themselves. The result of the formant frequency analysis performed on
Malayalam vowel allophones substantiate the major authentic theoretical
findings about the allophonic variations of Malayalam vowels reported
by Asher and V.R. Prabodhachandran Nair [165, 9].
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(a) (ഇ /i/, ഈ /i:/) (b) (എ /e/, ഏ /e:/)

(c) (അ /a/, ആ /a:/) (d) (ഉ /u/, ഊ /u:/)

(e) (ഒ /o/, ഓ /o:/)

Fig. 3.5 (a-e): F1-F2 scatter plot for short and long vowel pairs
of male speakers
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(a) (ഇ /i/, ഈ /i:/) (b) (എ /e/, ഏ /e:/)

(c) (അ /a/, ആ /a:/) (d) (ഉ /u/, ഊ /u:/)

(e) (ഒ /o/, ഓ /o:/)

Fig. 3.6 (a-e): F1-F2 scatter plot for short and long vowel pairs
of female speakers



3.5 Formant Frequency Analysis of Malayalam Vowel Allophones 72

(a) Male Speaker

(b) Female Speaker

Fig. 3.7 (a-b): F1 - F2 scatter plot of five Malayalam short
vowels
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(a) Vowel ഇ /i/

(b) Vowel അ /a/

(c) Vowel ഉ /u/

Fig. 3.8 (a-c): F1 - F2 scatter plot of allophones of the Malay-
alam vowels ഇ /i/, അ /a/, and ഉ /u/ for male speakers
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(a) Vowel ഇ /i/

(b) Vowel അ /a/

(c) Vowel ഉ /u/

Fig. 3.9 (a-c): F1 - F2 scatter plot of allophones of the Malay-
alam vowels ഇ/i/, അ /a/, and ഉ /u/ for female speaker
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The mean and standard deviation of first and second formant fre-
quencies of each vowel phones are computed using the TEMU dataset
Table 3.6 shows the spectral statistics including the average formant
frequencies F1 and F2 computed for each allophones and its mean and
standard deviation obtained from 10 Malayalam vowels. Considering all
the vowels, average F1 and F2 values obtained for the male speakers are
415.62 Hz and 1642.06 Hz respectively and that of female speakers are
557.45 Hz and 1859.42 Hz respectively. It is also observed that for the
male speakers, the range of F1 obtained is from 251.60 Hz to 721.46 Hz
and the range for F2 is from 624.80 Hz to 2453.28 Hz. The range of F1
obtained for the female speakers is from 291.30 Hz to 1060.96 Hz and
that of F2 is from 731.71 Hz to 2945.71 Hz.

Table 3.6 Spectral statistics of Malayalam vowel allophones
based on F1 and F2

Sl.No Vowel Allophones
Average formants

F1 (Hz) F2 (Hz)
Male Female Male Female

1 ഇ[i]

[i] 336.61 367.27 2094.12 2416.08
[yi] 288.12 338.66 2221.14 2590.26
[yi] 282.40 340.88 2293.25 2741.87

Mean 305.05 350.45 2195.23 2571.74
SD 33.14 36.45 127.11 210.49

2 ഈ[i:]

[yi:] 282.78 341.06 2288.09 2608.66
[i:] 316.45 379.53 2256.12 2651.03

Mean 299.61 360.29 2272.10 2629.84
SD 29.36 31.04 85.16 122.81

3 എ[e]

[ye] 372.10 511.95 2108.67 2496.38
[E] 423.11 566.94 1968.79 2226.60

Continue on the next page
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Table 3.6 Spectral statistics of Malayalam vowel allophones
based on F1 and F2 (cont.).

Sl.No Vowel Allophone
Average formants

F1(Hz) F2(Hz)
Male Female Male Female

Mean 397.60 539.44 2038.73 2361.49
SD 46.70 52.80 151.84 174.11

4 ഏ[e:]

[ye:] 368.92 534.82 2167.02 2444.70
[er:] 357.75 559.85 2295.09 2322.66
[e:] 390.33 550.18 2181.84 2397.72

Mean 373.91 548.97 2213.93 2386.86
SD 28.05 54.34 85.24 183.321

5 അ[a]

[∧] 649.19 960.24 1438.16 1636.41
[A] 472.56 687.03 1710.52 2002.61

Mean 560.87 823.63 1574.34 1819.51
SD 102.99 155.31 204.10 252.20

6 ആ[a:]

[a:] 616.44 976.50 1396.32 1506.93
[a] 640.13 987.34 1266.34 1474.89

Mean 626.97 981.32 1338.55 1492.69
SD 48.60 53.74 145.29 77.103

7 ഉ[u]

[wu] 375.73 405.41 887.91 975.19
[uw] 348.31 446.86 1039.61 1179.78
[ɯ] 365.06 508.20 1189.76 1367.61
[ə] 483.41 712.61 1321.23 1629.12
[ə*] 495.69 719.61 1393.10 1769.99
[ɯv] 445.64 527.15 1481.77 1704.11
[U] 427.52 432.02 1323.50 1183.08

Mean 417.57 531.85 1232.55 1413.21
Continue on the next page
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Table 3.6 Spectral statistics of Malayalam vowel allophones
based on F1 and F2 (cont.).

Sl.No Vowel Allophone
Average formants

F1(Hz) F2(Hz)
Male Female Male Female

SD 69.08 128.39 312.620 334.88

8 ഊ /u:/

[wu:] 380.84 378.48 961.63 863.45
[u] 374.92 431.73 724.13 834.61

Mean 378.48 399.78 866.63 851.92
SD 17.07 37.27 140.44 104.79

9 ഒ/o/

[wO] 430.02 559.49 1107.66 1221.04
[O] 411.79 532.99 1204.7 1290.43

Mean 420.91 546.24 1156.18 1255.74
SD 43.03 59.32 206.82 121.55

10 ഓ/o:/

[wO:] 431.61 550.4 782.06 1016.43
[O] 451.04 606.09 1254.96 1087.03

Mean 440.76 576.6 1004.6 1049.65
SD 57.74 66.33 433.4 62.34

3.6 Clustering of Vowel Allophones using K-means
clustering

A detailed study on the durational properties and formant frequencies
of Malayalam vowel allophones are presented in the previous sections.
From the study it is observed that the average duration of the allophonic
variations of each vowel varies significantly (refer Figure 3.3). It is also
observed that the formant frequencies are capable of classifying five
Malayalam short vowels, but on the same time it fails to distinguish
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between short and long vowels. In this section the credibility of the
combined features including average duration, F1 and F2 in vowel classi-
fication are verified using k-means clustering technique. For this purpose
the proposed features are extracted from the allophonic examples of the
vowel phones taken from the TEMU dataset. The clustering experiments
are then conducted based on the combined feature vectors extracted
from the 238 allophonic examples of ten Malayalam vowels.

K-means is an unsupervised algorithm that clusters the attributes
or features into the k number of groups [172, 173]. The clustering
is performed based on the idea of minimizing the distance (usually
Euclidian distance) between the feature vectors representing the data
samples and the corresponding cluster centroids. Initially the cluster
centroids are assigned randomly and these centroids are updated in each
iteration. In this work, the clustering experiments are conducted on
the combined feature vectors (average duration, F1 and F2) which are
extracted from the 238 allophonic examples. The cluster analysis is
performed on ten Malayalam vowels ഇ [i], ഈ [i:], എ [e], ഏ [e:], അ [a],

ആ [a:], ഉ [u], ഊ [u:], ഒ [o] and ഓ [o:] to understand their grouping
pattern. Implementation of the k-means clustering is carried out using
the process detailed in Agorithm1.
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Algorithm 1 k- means clustering
Input: Vowel allophone feature vectors (x1,x2, . . .xn) representing aver-
age duration, L1, L2, assign k=10 corresponding to the number of vowel
classes.
Output: Vowel Allophone instances partitioned in to 10 clusters
1: Initialize 10 Cluster Centroids (m1,m2, . . .m10) by random selection

from the input feature set
2: Partition the input data points in to 10 clusters by assigning each

data instance x j to the closest cluster Centroid mi using the Euclidian
distance measure

3: Re-estimate each mi as mi =
∑

Nk
i Xi
Nk

, where Nk is the number of current
instances in ith cluster

4: Repeat the steps 2 to 4 until cluster centroids no longer change
significantly

The result of the clustering performed on the combined feature vector
using K means clustering technique is depicted in figure 3.10. The ‘*’
indicates the sample which are native to the cluster and ‘□’ indicates the
misclassified samples.The recognition accuracy of each vowel is computed
based on the clustering results with the help of majority voting scheme.
The average recognition accuracy obtained for the ten Malayalam vowels
is 65.6388%. From the experiment results it is evident that the combined
durational and spectral features of the vowel allophones can be effectively
used to support the classification of Malayalam vowel phones.
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Fig. 3.10 Clustering of Malayalam vowels based on average
duration, F1 and F2 using K-means clustering techniques

3.7 Conclusion

Every phone in any spoken language is pronounced as one of its allo-
phone. For the very reason, the properties of allophonic variations of
each phone are very vital in continuous speech recognition and speech
synthesis studies. In this chapter, the phonological structure of Malay-
alam language is discussed in detail. Malayalam vowel allophones are
identified, classified and analyzed based on their durational and spectral
properties. For the experimental studies the TEMU Malayalam phonetic
archive which consists of 238 selected words to interpret the allophonic
variability of Malayalam phoneme is used. The statistical properties of
duration, first and second formant frequencies of the vowel allophones
are analyzed thoroughly. A clustering analysis is also performed to verify
the significance of the duration and spectral properties of the Malay-



3.7 Conclusion 81

alam vowels and its allophonic variations. The contextual variations in
phonemes are found to be encoded in the linguistic understanding of
the allophones. From the experimental results, it is evident that the
durational and spectral features computed from the vowel allophones can
be effectively used to improve the performance of the Malayalam ASR
and speech synthesis systems designed for continuous speech. This work
can be considered as a first step towards a paradigm shift to allophone
based Malayalam speech processing. As a future work, duration and
spectral properties of consonant and diphthong allophones have to be
explored in detail.
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Chapter 4

A Comprehensive
Grapheme-to-Phoneme
Transcription Algorithm for
Malayalam with Application to
Speech Processing

4.1 Introduction

The idea of interaction between computers and human in natural lan-
guages has reached the realm of reality. Language specific pre-processing
applications are essential for developing language computing tools to
support speech processing applications. Grapheme to Phoneme (G2P)
converter is one of the most vital computational tools and has been used
in many important speech recognition tasks including keyword spotting,
spoken document retrieval, speech synthesis etc. Grapheme-to-Phoneme
transcription is the act of converting text into a sequence of phonemes
[174]. Many implementation of G2P convertors for various languages
using rule based method, dictionary lookup approach and data driven
method have been reported [175] [176]. Dictionary based methods use
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an electronic dictionary with phonetic transcription entries for each
word. This approach is flexible but the enormous amount of manual
labour required to maintain a large vocabulary dictionary makes it less
attractive. Framing linguistic rules for G2P conversion is the underlying
approach in rule based systems. It is more suitable for phonetically
perfect languages such as Sanskrit where written text and pronuncia-
tion are directly connected [176]. Data driven approaches use Hidden
Markov Model (HMM), Artificial Neural Network (ANN) or some other
statistical machine learning techniques to learn the underlying patterns
in the dataset. Multilingual systems mainly use data driven approaches
due to the complexity in processing such systems. Many implementation
of successful G2P conversion tools make use of the combination of above
mentioned three approaches.

In this work, the possibility of implementing rule based G2P con-
vertor for Malayalam is investigated to obtain the necessary phonetic
transcription which in turn can be used further in speech analytic ap-
plications. The set of Malayalam graphemes is divided into six sub
sets and distinct rule based processing routines are employed for each
to support transcription. The proposed system is implemented using
Python based framework. The phoneme statistics derived out of the
day to day use of language is considered as a salient factor in designing
language processing tools. Finally, as part of performance evaluation
of the system, the phoneme frequencies based on the word corpus and
the sentence corpus are estimated separately using the proposed G2P
conversion tool. The rest of the paper is arranged as follows. Section
4.2 describes Malayalam grapheme categorization. Session 4.3 discusses
rule based Malayalam grapheme to phoneme transcription algorithm.
Session 4.4 describes the frequency analysis of Malayalam phones based
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on the proposed G2P transcription tool and section 4.5 concludes the
work.

4.2 Malayalam Orthography and Categorisation of
Grapheme Units

Malayalam script is a Brahmic script used commonly to write the Malay-
alam language. Like many other Indic scripts, it is alphasyllabary and
the writing system is partially alphabetic and partially syllable-based
[177]. This section briefly describes the categorization of Malayalam
graphemes based on its orthography and its general phonetic values
which can be applied to the frame the rules to build the transcription
tool. The following section presents a detailed description of Malay-
alam orthography comprising of vowels, diphthongs, consonants, special
characters and compound letters.

4.2.1 Malayalam Vowels

There are 6 short vowels and 5 long vowels in Malayalam. In general,
an independent vowel letter usually occurs as the first letter of a word
that begins with a vowel. The dependent vowel modifies the consonant
symbols to form valid Consonant–Vowel (CV) units. Table 4.1 shows the
list of independent vowel graphemes and the corresponding dependent
vowel signs (diacritics) of the Malayalam script.
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Table 4.1 List of Malayalam vowels and dependent vowel signs

Vowel list
Independent vowel

(Grapheme)

Dependent vowel
(Grapheme)

Sign Example

Short

a A <a> - I /ka/
i C <i> ◌ി Io /ki/
u D <u> ◌ു Iq /ku/
e F <e> െ◌ tI /ke/
o H <o> െ◌ാ tIn /ko/
ṛ E <ṛ> ◌ൃ Is /kṛ/

Long

a: B <a:> ◌ാ In /ka:/
i: ¤ <i:> ◌ീ Ip /ki:/
u: ¥ <u:> ◌ൂ Ir /ku:/
e: G <e:> േ◌ uI /ke:/
o: ¨ <o:> േ◌ാ uIn /ko:/

From the table 4.1, it can be observed that,

I The dependent vowel signs of <e> and <e:> are placed to the left
of a consonant letter.

II The vowel signs <i>, <a:>, <i:> are placed to the right of a
consonant letter to which it is attached.

III The vowel signs <o> and <o:> consist of two parts: the first part
goes to the left of a consonant letter and the second part goes to
the right of it.

IV In the reformed orthography, the vowel signs <u>, <u:>, <ṛ> are
simply placed to the right of the consonant letter.

The consonant–vowel unit formed by combining dependent vowel with
consonant creates valid syllable unit in Malayalam.
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4.2.2 Malayalam Diphthongs

Diphthongs are the combination of two adjacent vowels within the same
syllable. Malayalam has diphthongs as a separate category that is
phonologically distinct from monophthongs [178]. The two distinguished
diphthongal articulations in Malayalam are ഐ <ai>and ഔ <au>[177].
The diphthong /ai/ is named as falling diphthong as it starts with
a central vowel and ends in a semivowel with less prominence. The
diphthong /au/ is a closing diphthong as it starts with an open element
and ends in a more close element and it usually occurs in Sanskrit loans
only. Table 4.2 shows Malayalam diphthongs and its corresponding signs.

Table 4.2 Malayalam diphthongs and its signs

Diphthong Independent
Dependent signs
Sign Example

ai ഐ <ai> ൈ◌ ൈക /kai/
au ഔ <au> ◌ൗ കൗ /kau/

4.2.3 Anusvaram and Chandrakkala

An anusvaram, denotes the nasalization where the preceding vowel was
changed into a nasalized vowel. In Malayalam, anusaram is represented
as അം /am/ and is treated as a sort of vowel sign. It simply represents
a consonant /m/ after a vowel, though this /m/ may be assimilated to
another nasal consonant. Chandrakala (് /ə/) is a diacritic restricted to
the final position of a word. It is attached to a consonant letter which is
not followed by an inherent vowel. It is treated as a semi vowel that is
an allophone of the vowel /u/. Table 4.3 lists the signs and the usage of
special graphemes Anusvaram and Chandrakala with examples.
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Table 4.3 Sign and usage of anusvaram and chandrakala

Special Graphemes Independent
Dependent

Sign Example
Anusvaram അം <am> ◌ം കം /kam/

Chandrakkala - ◌് /ə/ ക് /kə/

4.2.4 Malayalam Consonant Classes

Malayalam consonants are grouped based on their articulation classes.
Malayalam has 5 sets of varga consonants and 11 other consonants. The
varga set comprises of velar, palatal, retroflex, dental, labial and holds 5
elements in each set. The varga set is again classified as voiceless and
voiced, which are then subdivided into aspirated, unaspirated, and nasal
based on its phonetic property. Malayalam varga consonants and its
classification are given in table 4.4. List of Malayalam consonants other
than varga are given in table 4.5.

Table 4.4 Malayalam varga consonant classification

Consonant
classes

Voiceless Voiced

Unaspirated Aspirated Unaspirated Aspirated Nasal
Velar ക <ka> ഖ <kha> ഗ <ga> ഘ <gha> ങ <a>

Palatal ച <ca> ഛ <cha> ജ <ja> ഝ <jha> ഞ <na>
Retroflex ട <ṭa> ഠ <ṭha> ഡ <ḍa> ഢ <ḍha> ണ <a>

Dental ത <ta> ഥ <tha> ദ <da> ധ <dha> ന <na>
Labial പ <pa> ഫ <pha> ബ <ba> ഭ <bha> മ <ma>

Table 4.5 List of Malayalam consonants other than varga

Sl.No. 1 2 3 4 5 6 7 8 9 10 11
Consonant യ

<ya>
ര

<ra>
ല

<la>
വ

<va>
ശ

<śa>
ഷ

<ṣa>
സ

<sa>
ഹ

<ha>
ള

<ḷa>
ഴ

<la̱>
റ

<ra̱>
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4.2.5 Formation of Malayalam Compound Letters

Compound letters are formed by the combinations of more than one
consonants in Malayalam. They are usually formed either by doubling
up of the same consonant or by combining different consonants. All the
consonant combinations are not valid compounds in Malayalam. For
example aspirated consonants usually do not double in Malayalam. The
formation of compound letters in Malayalam is broadly classified based
on the following two factors.
1. Position and order of the component letters
2. Presence of the special symbols
In the first category, based on the position and order of component
letters, 7 rules are framed for the formation of compound letters in
Malayalam as listed in table 4.6.

Table 4.6 Rule set for the formation of compound letters based
on the position and order of component letters

Sl.No. Rules Example
1 Component letters written

completely on side by side.
¿ (ത + ത <t>+ <t>), Å
(മ + മ <m>+ <ma>) etc.

2 Component letters written
completely one top of the
other.

Ã (പ + പ <pa>+ <pa>),
w (g + S <sha>+ <ta>)
etc.

3 First letter written com-
pletely on left side and sec-
ond component partially at-
tached to it.

Á (ന + ന <na>+ <na>),
Õ (ഞ + ച <ɲa>+<ca>)
etc.

Continue on the next page
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Table 4.6 Rule set for the formation of compound letters based
on the position and order of component letters (cont.).

Sl.No. Rules Example
4 First letter partially on left

side and the second one com-
pletely on right side.

¾ (ണ + ട <ʈa>+ <ʈa>),
Ð (ന + ത <na>+ <ta>)
etc.

5 Second component written
below to the first one.

½ (ട + ട <ʈa>+ <ʈa>), ¥ (ദ
+ ദ <da>+ <da>) etc.

6 Component letters written
opposite to their pronuncia-
tion order.

The compound letter1 , .
are written like the combina-
tionsഹ+ മ (<ha>+ <ma>)
and ഹ + ന (<ha>+ <na>)
but it is pronounced as മ
+ ഹ (<ma>+ <ha>), ന +

ഹ (<na>+ <ha>) respec-
tively.

7 Compound letter as a com-
ponent. That is more than
two components joined to-
gether to form a compound
letter.

}2 (ക + ത + റ <ka>+
<ta>+<ṛa>), ªy (ദ + ധ +

യ <da>+ <dha>+ <ya>)
etc.

The second category of compound letters are formed in 3 distinct
ways as detailed below.

1. Special symbols are used to represent approximant consonants
(യ <ya>, ര <ra>, ല <la>, വ <va>) in compound letters. These
symbols are usually called as consonant diacritics. Compound letters
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formed by combining different approximants with the consonant ക
/k/ are listed in table 4.7.

2. To show doubling of some letters, the symbol ‘� ’ is used with the
consonant component. Example: » (ച <ca>+ ച <ca>), F (വ
<va>+ വ <va>) etc.

3. Compound letters formed by arbitery joining of the component
letters. Example: · (ക <ka> + ക <ka>), ¹ (º <ŋ> + ക

<ka>), Ä (മ <ma>+ പ <pa>) etc.

Table 4.7 Formation of compound letters by combining 4 differ-
ent approximants with the Malayalam consonant ക <ka>

Sl.No. Consonants Compound unit
1 ക + യ <ka>+ <ya> Iy <kya>
2 ക + ര <ka>+ <ra> }I <kra>
4 ക + ല <ka>+ <la> B <kla>
5 ക + വ <ka>+ <va> I| <kva>

In early times there were more than 500 character representations
in Malayalam. In the year 1971 the Government of Kerala constituted
a committee to conduct a detailed study on Malayalam script with an
objective of encoding Malayalam character and to frame a standard
keyboard layout [179]. As a result, scientific restructuring of graphemes
were proposed by which the size of the character set has reduced to 80.

4.2.6 Chillukal

A chillu, (chillaksharam), represents a pure consonant that exists inde-
pendently without the help of a virama. Chillu is considered as special
consonant letter which is never followed by an inherent vowel. In UNI-
CODE representation chillu letters are treated as independent characters
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and encoded automatically [3]. There are five chillu letters in Malayalam
which are lsited in table 4.8.

Table 4.8 Chillu letters in Malayalam

Sl.No. chillu Base letter
1 ® ണ <ṇa >
2 ° ന <na>
3 ± ര <ra>
4 ² ല <la>
5 ³ ള <ḷa >

The following section describes the algorithm and implementation
strategies proposed for developing a comprehensive rule based automatic
G2P transcriptor for Malayalam in detail.

4.3 A Complete Rule based Automatic G2P Tran-
scriptor for Malayalam

An inclusive rule based algorithm is designed and implemented based
on the properties of Malayalam graphemes discussed in section 4.2. In
this section, the pre-processing steps and the implementation details of
the proposed G2P transcriptior are discussed. A complete rule based
algorithm is designed for converting Malayalam graphemes units to
phonemes. The following section describes the the pre-processing steps
followed by the implimentation of the grapheme to phoneme conversion
algorithm.

4.3.1 Pre-Processing Stages

Language specific pre-processing steps are essential for the implementa-
tion of the proposed rule based G2P conversion algorithm. Malayalam
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isolated word texts are given as the input to the proposed transcription
system. Initially as a pre-processing, the input array of characters are
converted into a Symbol_Array of graphemes based on the following
rules;

1. Vowel and consonant symbols are considered as independent char-
acters.

2. Component consonants are converted into individual consonants

3. Ê /rṟa̱/ is considered as a consonant compound, even though it is
actually known as an individual character.

4. All vowel and consonant symbols are stored to the right of the
effected consonant in the Symbol_Array.

The characters in the input word are entered into the Symbol_ Array by
applying all possible preprocessing rules mentioned above. The 4 rules
described above are considered while performing this pre-processing step.
The simulation of the pre-processing steps on a sample Malayalam word
uXn½w /to:ʈʈam/ is given below.

The detailed description of the algorithm used for implementing
Malayalam G2P conversion tool is given in the following section.

4.3.2 Implementation of the Proposed Malayalam G2P Tran-
scription Algorithm

A complete rule based G2P conversion algorithm is proposed for Malay-
alam. Implementation of the algorithm is described in such a way that,
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the transcription of the various grapheme classes are carried out based
on separate subroutines. Hence, the grapheme classes of plosives, long
vowels and vowel symbols, short vowels and Chillu are transcripted
using respective conversion rule set. Since the graphemes റ <ra>, ◌ം
<am> and ന <na> possess some special characteristics, separate sub-
routines are implemented to support transcription. The special cases
that are to be considered while implementing G2P conversion algorithm
for Malayalam are discussed below.

I The character റ <ra> – is considered as an independent consonant
unit. It also comes as a component of the grapheme Ê <tta>.
In the case of grapheme tÂ <nte>, it has to be subscripted as
റ <ra> placed under ° <n>. Considering as a special case this
transcription is symbolically represented with a separate phoneme
denoted as ϕ .

II The grapheme ◌ം Anuswaram has a different transcription behaviour
when it comes together with vowels other than consonants.

III The grapheme ന <na> can have two different transripted form in
Malayalam. In some situations it is transcripted to dental ന /n̪/
and in other conditions it is transcripted to the alveolar ന /n/ and
is represented in the algorithm as ന /n/ and ന1 /n̪/ respectively.

The pseudocode for the proposed rule based Malayalam G2P transcrip-
tion algorithm is given below.
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Algorithm 2 Automatic G2P conversion for Malayalam
Input: Symbol_Array, set of separated symbols corresponding to
each input word obtained from the pre-processing stage
Output: Phonemic_Out_Array, Sequence of transcripted phoneme
symbols.

while Not end of the Symbol_Array do
Read the next character from Symbol_Array to Cur_Symbol
if Cur_Symbol is equal to <റ> then

goto SUB_ROUTINE1 (Index of the Cur_Symbol)
else if Cur_Symbol is equal to /◌ം/ Anuswaram then

goto SUB_ROUTINE2
else if Cur_Symbol is equal to <ന> then

goto SUB_ROUTINE3
else if Cur_Symbol is in the list of Plosives 1 then

goto SUB_ROUTINE4
else if Cur_Symbol is in the list of Long Vowels OR Vowel

Symbols then
Identify the corresponding symbol from the Look_Up_Ta-

ble_1 and insert into Phonemic_Out_Array
else if Cur_Symbol is in the list of Short Vowels OR Chillu then

Insert Cur_Symbol to Phonemic_Out_Array
else

goto SUB_ROUTINE5
end if

end while

1List of plosives are given in section 1.2 of Chapter 3
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The following subroutine is initiated when the Cur_Symbol is <റ>.
Three distinct rules for the graphene <റ> based on their context is
framed in SUB_ROUTINE1.

procedure SUB_ROUTINE1(Index of the Cur_Symbol)
if (Symbol_Array[Index of the Cur_Symbol-1] is <°>) AND

(Symbol_Array[Index of the Cur_Symbol + 1] is <െ◌>) then
Insert /ϕ/ to Phonemic_Out_Array

else if (Symbol_Array[Index of the Cur_Symbol + 1] is <◌്>)
AND (Symbol_Array[Index of the Cur_Symbol + 2] is <റ>) then

Insert /° / to Phonemic_Out_Array AND advance Sym-
bol_Array by two positions

else
goto SUB_ROUTINE5

end if
end procedure

SUB_ROUTINE2 is initiated when Cur_Symbol is Anuswaram. Tran-
scription decision of Anuswaram depends upon whether the left neigh-
bourhood has a vowel or not.

procedure SUB_ROUTINE2(Index of the Cur_Symbol)
if Symbol_Array[Index of the Cur_Symbol - 1] is a vowel or

vowel symbol then
Insert /മ് / to Phonemic_Out_Array

else
Insert /അ + മ് / to Phonemic_Out_Array

end if
end procedure
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SUB_ROUTINE3 deals with the grapheme <ന>. In Malayalam, two
phones textitviz. alveolar nasal and dental nasal, are represented by the
same grapheme <ന>.

procedure SUB_ROUTINE3(Index of the Cur_Symbol)
if Index of the Cur_Symbol is in initial position then

if Symbol_Array[Index of the Cur_Symbol + 1] is <യ> then
then Insert /ന്/2 to Phonemic_Out_Array

else
Insert /ന്1/3 to Phonemic_Out_Array

end if
end if
if (Symbol_Array[Index of the Cur_Symbol - 1] is in ര <r>,റ /

± <ṛ>) OR (Symbol_Array [Index of the Cur_Symbol + 1] is in the
list of /dental/4) then

Insert /ന്1/ to Phonemic_Out_Array
else if (Symbol_Array[Index of the Cur_Symbol - 1] is in the

list of vowels) AND (Symbol_Array[Index of the Cur_Symbol + 1]
is <ന>) AND (Symbol_Array[Index of the Cur_Symbol + 2] is in
the list of vowels) then

Insert two /ന്1/ to Phonemic_Out_Array and advance Sym-
bol_Array by one position

else
Insert /ന്/ to Phonemic_Out_Array

end if
end procedure

2Alveolar Nasal
3Dental Nasal
4List of dental is ത /t/, ഥ /th/, ദ /d/, ധ /dh/, ന /n̪/



4.3 A Complete Rule based Automatic G2P Transcriptor for Malayalam 97

The following subroutine differentiates aspirated plosive consonants
from unaspirated classes.

procedure SUB_ROUTINE4(Index of the Cur_Symbol)
if Symbol is an aspirated plosive then

Insert corresponding entry from Look_Up_Table_2 in to
Phonemic_Out_Array

else if symbol is an unaspirated plosive then
goto SUB_ROUTINE5

end if
end procedure

Consonants other than the graphemes discussed in the above men-
tioned subroutines are transcripted using the SUB_ROUTINE5.

procedure SUB_ROUTINE5(Index of the Cur_Symbol)
if Symbol_Array[Index of the Cur_Symbol + 1] is a /vowel

symbol/ then
Insert (symbol + /മ്/ /chandrakala) / to Phonemic_Out_Ar-

ray
else

Insert (symbol + /മ്/ + /അ/) to Phonemic_Out_Array
end if

end procedure

The lookup table for short vowel signs, long vowels and long vowel
signs are shown in table 4.9. The algorithm also performs the G2P
conversion of plosive aspirated with the help of a separate lookup table.
The look up table used in the algorithm for plosive aspirated with their
phoneme representation is shown in table 4.10.
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Table 4.9 Lookup table-1 for vowel signs and long vowels

Sl.No: Grapheme Phoneme
1 ◌ി ഇ /i/
2 ◌ു ഉ /u/
3 െ◌ എ /e/
4 െ◌ാ ഒ /o/
5 ◌ൃ ഋ /ṛ/
6 ◌ാ or ആ /a:/ അഅ /a:/
7 ◌ീ or ഈ /i:/ ഇ ഇ /i:/
8 ◌ൂ or ഊ /u:/ ഉ ഉ /u:/
9 േ◌ or ഏ /e:/ എഎ /e:/
10 േ◌ാ or ഓ /o:/ ഒ ഒ /o:/

Table 4.10 Lookup table-2 for plosive aspirated

Sl.No: Grapheme Phoneme
1 ഫ് /ph/ പ് ഹ് /P h/
2 ഥ് /th/ ത്ഹ് /t h/
3 ഠ്/ʈh/ ട് ഹ് /ʈ h/
4 ഛ്/ch/ ച് ഹ് /t h/
5 ഖ് /kh/ ക് ഹ് /k h/
6 ഭ് /bh/ ബ് ഹ് /b h/
7 ധ് /dh/ ദ് ഹ് /d h/
8 ഢ് /ɖh/ ഡ് ഹ് /ɖ h/
9 ഝ് /ɟ h/ ജ് ഹ് /ɟ h/
10 ഘ് /gh/ ഗ് ഹ് /g h/

After converting the input text to phoneme set, the IPA (International
Phonetic Alphabet) symbols are used to represent it to enable for the
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processing. This following section describes the mapping process in
detail.

4.3.3 Malayalam Phoneme to IPA Mapping

IPA (International Phonetic Alphabet) is used to represent the set of
sounds in a spoken languages. It tries to accommodate phonemes of all
important languages in the world. IPA clarifies the pronunciation issues
of a language to a universal audience. The conversion of Malayalam
phonemes obtained as an output of the G2P convertor to its correspond-
ing IPA symbol is performed by applying one to one mapping with the
help of the lookup table given in table 4.11.

Table 4.11 Representation of Malayalam Phonemes

Sl.No: Phone IPA Sl.No: Phone IPA
1 ഇ i 2 ഉ u
3 ഈ i: 4 ഊ u:
5 എ e 6 ഒ o
7 ഏ e: 8 ഓ o:
9 അ a 10 ആ a:
11 ◌് ə 12 ഐ ai
13 ഔ au 14 പ് p
15 ത് t 16 ϕ t ̱
17 ട് ʈ 18 ച് c
19 ക് k 20 ഫ് ph

21 ഥ് th 22 ഠ് ʈh

23 ഛ് ch 24 ഖ് kh

25 ബ് b 26 ദ് d
27 ഡ് ɖ 28 ജ് ɟ

Continue on the next page
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Table 4.11 Representation of Malayalam Phonemes(cont.).

Sl.No: Phone IPA Sl.No: Phone IPA
29 ഗ് g 30 ഭ് bh

31 ധ് dh 32 ഢ് ɖh

33 ഝ് ɟh 34 ഘ് gh

35 മ് m 36 ന് n
37 ന്1 n̪ 38 ° n
39 ണ്/® ɖ 40 ഞ് ɲ
41 ങ് ŋ 42 സ് s
43 ഷ് ʂ 44 ശ് ʃ
45 ഹ് h 46 ര് r
47 റ്/± ṟ 48 ഋ ṛ
49 ല്/² l 50 ള്/³ ɭ
51 ഴ് ỵ 52 വ് v
53 യ് y 54 റ്റ് rṟ̱

4.4 Statistical Analysis of Malayalam Phonemes

Statistical analysis of phonemes is a prime segment of general language
modelling framework. Language modelling is a prerequisite for building
applications including automatic speech recognition, automatic transla-
tion, speech synthesis, parsing and dictionary tools. The probabilistic
distribution of phoneme n-gram sequence is used in sub word language
modelling. Phoneme statistics information is widely used to improve
the performance of language model based speech recognition systems
[58, 180, 181]. Phonotactic observations about the permissible phoneme
combinations in a language can also be derived from the phoneme level
statistical information. Phonotactics based information is of great assis-
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tance in designing language identification systems [182–184]. Phoneme
probability understanding can also be used to improve the performance
of spell checking systems, especially in phonemic languages such as
Malayalam [185, 186]. This work can be considered as the first step
towards the devolopment a phoneme n-gram language model for speech
processing applications in Malayalam.

The Malayalam Grapheme to Phoneme Converter, described in sec-
tion 3, is used to estimate the phoneme and diphone probabilities of
Malayalam language. The analysis is performed using 50 Malayalam
phones discussed in chapter 3 considering /n/ as a single phone. Another
objective of performing statistical analysis is to evaluate performance
the of proposed G2P transcriptor implemented as part of this study. A
detailed demonstration of the word and sentence corpora used to perform
the statistical analysis of Malayalam phonemes is given in the following
section.

4.4.1 Malayalam Word and News Sentence Text Corpora

A growing crowd-sourced English-Malayalam electronics dictionary dataset
Olam5 is used as word corpus to perform statistical analysis. The Datuk
Corpus consisting of 83,000 Malayalam words are extracted from Olam
dataset.

A sufficiently large Malayalam News Sentence Text Corpus (MNSTC)
is also created for this purpose. Initially, news text corpus is generated
from the online news portals of the popular Malayalam dailies. These
news text sentences are then classified into five categories including state
news, national news, international news, sports news and news related to
cultural importance. The first three categories viz. state news, national

5The Datuk Corpus: A free and open MAlayalam Dictionary dataset with over 106,000 definitions
for more than 83,000 Malayalam words
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news and international news represent news related to the current affairs
excluding sports and culture categories. A total of 5250, news text
sentences of various such categories are collected for dataset creation.
Numerical proportion of the samples representing each category included
in the dataset is shown in figure 4.1.

Fig. 4.1 Category wise proportion of news audio data

4.4.2 Phoneme Statistical Analysis Results

The general properties of word and the sentence corpora used in the
work are given in table 4.12. Initially, the frequency of occurrence of each
phone in the dataset is computed. Then the percentage of occurrence of
each phone in the word and sentence corpus are computed separately.
These phoneme probabilities obtained from both word and sentence
corpora are given in table 4.13. The graphical representations of the
percentage of occurrence of the most frequently occuring Malayalam
phones present in word corpus and sentence corpus are shown in figure
4.2a and figure 4.2b respectively. From the experiment results, it can be
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seen that the phone /a/ is the most frequently occuring phone in both
the corpora with the frequency of occurrence 1,52,364 (word corpus),
56,332 (sentence corpus) and percentage of occurrence 19.96% (word
corpus), 13.74% (sentence corpus)

Table 4.12 Details of word and sentence corpus

Source Total number
of sentences

Total number
of words

Total number
of phonemes

Word
Corpora

Olam - 82,324 7,63,392

Sentence
Corpora

MNSTC 5,250 28,943 3,56,808

Table 4.13 Malayalam phoneme statistics based word and sen-
tence corpuses

Sl.N
o.

Phon
es Word corpus Sentence corpus

Fre
quen

cy

Per
ce

nta
ge

Fre
quen

cy

Per
ce

nta
ge

1 ഇ 40578 5.3154 27299 6.6603
2 ഉ 26746 3.5035 21806 5.3202
3 ഈ 6008 0.787 2053 0.5008
4 ഊ 4549 0.5958 1668 0.4069
5 എ 3267 0.4279 9665 2.358
6 ഒ 2046 0.268 1773 0.4325
7 ഏ 5951 0.7795 3889 0.9488
8 ഓ 6127 0.8026 3873 0.94492
9 അ 152364 19.958 56332 13.7438
10 ആ 34088 4.4653 18470 4.5062

Continue on the next page
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Table 4.13 Malayalam phoneme statistics based word and sen-
tence corpuses(cont.).

Sl.N
o.

Phon
es Word corpus Sentence corpus

Fre
quen

cy

Per
ce

nta
ge

Fre
quen

cy

Per
ce

nta
ge

11 ഉ് 26748 3.5038 21824 5.3245
12 ഐ 1476 0.1933 499 0.1217
13 ഔ 1021 0.1337 222 0.0541
14 പ് 23895 3.1301 10982 2.6793
15 ത് 30493 3.9944 19354 4.7219
16 Ê് 12338 1.6162 6675 1.6285
17 ട് 13077 1.713 11793 2.8772
18 ച് 11238 1.4721 5599 1.366
19 ക് 46509 6.0924 24486 5.974
20 ഫ് 531 0.0695 393 0.0958
21 ഥ് 2021 0.2647 805 0.1964
22 ഠ് 759 0.0994 116 0.0283
23 ഛ് 726 0.0951 55 0.0134
24 ഖ് 1505 0.1971 412 0.1005
25 ബ് 2615 0.3425 1014 0.2473
26 ദ് 9932 1.301 2215 0.5404
27 ഡ് 1910 0.2501 658 0.1605
28 ജ് 5386 0.7055 1390 0.3391
29 ഗ് 7140 0.9352 1610 0.3928
30 ഭ് 4554 0.5965 1290 0.3147
31 ധ് 5061 0.6629 1771 0.432

Continue on the next page
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Table 4.13 Malayalam phoneme statistics based word and sen-
tence corpuses(cont.).

Sl.N
o.

Phon
es Word corpus Sentence corpus

Fre
quen

cy

Per
ce

nta
ge

Fre
quen

cy

Per
ce

nta
ge

32 ഢ് 250 0.0327 28 0.0068
33 ഝ് 85 0.0111 9 0.0022
34 ഘ് 1271 0.1664 286 0.0697
35 മ് 45003 5.8951 16952 4.1359
36 ന് 31533 4.1306 21987 5.3643
37 ണ്/® 18900 2.4757 13174 3.2141
38 ഞ് 2449 0.3208 1095 0.2671
39 ങ് 2850 0.3733 4497 1.0971
40 സ് 11081 1.4515 5908 1.4414
41 ഷ് 7062 0.925 2218 0.5411
42 ശ് 6935 0.9084 1997 0.4872
43 ഹ് 4509 0.5906 1087 0.2652
44 ര് 26550 3.4778 9179 2.2394
45 റ്/± 37872 4.961 14808 3.6128
46 ല്/² 28454 3.7273 19325 4.7148
47 ള്/³ 11064 1.4493 13425 3.2754
48 ഴ് 2062 0.2701 1068 0.2605
49 വ് 20075 2.6297 8892 2.1694
50 യ് 14728 1.9292 13946 3.4025
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(a) Phone probability obtained from word corpus (Olam)
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(b) Phone probability obtained from sentence corpus (MNSTC)

Fig. 4.2 Phoneme level statistical analysis of Malayalam text
corpus
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A diphone is an adjacent pair of phones, which is usually referred
as a recording of the transition between two phones. In many speech
processing applications diphone is treated as an important unit of pro-
cessing like speech synthesis. Hence understanding the probabilistic
nature of these combinations is a vital stage in this direction. The
relative frequency of the diphone computed based on the word corpus
using the G2P conversion tool is given in Appendix 2. There are 50
phones in Malayalam (considering alveolar nasal /nന്/ and dental nasal
/ n̪ന്/ as single phone) and 2500 possible diphone combinations. These
diphones are compared with the diphones occurring in the word corpus.
It is found that 1243 diphone (49.72%) do not occur in the word corpus.
The 25 most frequently occurring diphones in word corpus are given in
Table 4.14. A similar list of 25 most frequently occurring diphones is
constructed from sentence corpus and compared with those obtained
from the word corpus. It is observed that 18 of such diphones are
common in both the corpuses. The new seven diphone combinations
generated out of sentence corpus are (ഉ, മ്) (ന്, ന്) (ഇ, ല് /²) (ത്,ത്)
(ആ,യ്) (അ, ള് /³) (ഉ,ന്). Some combinations of diphones are very rare
in both corpuses. Table 4.15 gives the number of diphones which occur
very rarely (frequency of occurrence listed up to 5) in the investigated
set of Malayalam word corpus.

Table 4.14 Relative frequencies of the most frequent 25 di-
phones obtained from Malayalam word corpus

R
an

k

Phone
pairs

Relative
frequency

R
an

k

Phone
pairs

Relative
frequency

1 (അ /a/, മ്/m/) 0.0533 14 (ക്/k/, ക്/k/) 0.0116
2 (ക്/k/, അ/a/) 0.0329 15 (ഉ/u/,ക്/k/) 0.0112

Continue on the next page
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Table 4.14 Relative frequencies of the most frequent 25
phoneme pairs in Malayalam word corpus(cont.).

R
an

k

Phone
pairs

Relative
frequency

R
an

k

Phone
pairs

Relative
frequency

3 (അ/a/, ന്/n/) 0.0315 16 (അ/a/, ത്/t/) 0.0111
4 (അ/a/, ര്/r/) 0.0209 17 (ഇ/i/, ക്/k/) 0.0102
5 (ത്/t/, അ/a/) 0.0181 18 (അ/a/, വ്/v/) 0.0157
6 (ര്/r/, അ/a/) 0.0165 19 (ല്²/ɭ/,അ/a/) 0.0101
7 (അ/a/, ക്/k/) 0.0161 20 (അ/a/, ല്/²/l/) 0.0099
8 (യ്/y/, അ/a/) 0.0157 21 (ക്/k/, ഉ /u/) 0.0088
9 (പ്/P/, അ/a/) 0.0152 22 (ആ/a:/, ര്/r/) 0.0086
10 (വ്/v/, (അ/a/) 0.0139 23 (ത്/t/, ഇ/i/) 0.0078
11 (ന്/n/, അ/a/) 0.0134 24 (ട്/(ʈ/, അ/a/) 0.0078
12 (മ്/m/, അ/a/) 0.0121 25 (അ/a/, പ്/P/) 0.0076
13 (റ്ര് /ṛ/, അ/a/) 0.0119

Table 4.15 Number of infrequent diphones (with the fequency
of occurence limited to five)

Frequency of
occurence

Number of diphones
Word corpus (Olam) Sentence corpus (MNSTC)

1 109 125
2 63 74
3 38 36
4 42 33
5 22 27

The result of phonotatic analysis which is performed with the help of
G2P convertor, including relative frequency of occurrence of diphones
obtained as part of the study is highly beneficial for the successful
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implementation of various speech processing applications. The statistical
analysis of phones and diphones presented in this study is significant as
there is no such exhaustive study reported for Malayalam. The frequency
of occurrences of diphones can be graphically represented with the help
of a heat map. Figure 4.3a-4.3b illustrates the heat map representing
the frequency of occurrence probability distribution of the diphone in
Malayalam obtained from word and sentence corpora.

This investigation can also be extended to triphones and higher
combinations of phones identify the most frequent and infrequent phone
combinations in Malayalam which inturn can be used as an input for
developing the language models that can support automatic speech
recognition applications.

(a) Diphone probability - Word corpus (Olam)
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(b) Diphone probability - Sentence corpus (MNSTC)

Fig. 4.3 Heat map of probability of occurence of diphones in
Malayalam

4.5 Conclusion

Malayalam orthography comprising of vowels, diphthongs, consonants,
special characters and compound letters are discussed in detail in this
chapter. A comprehensive automatic rule-based Grapheme-to-Phoneme
transcriptor for Malayalam is designed and implemented for the first
time. In the implementation of the algorithm, the transcription of the
grapheme classes are performed based on separate subroutines. The
research findings derived out of the study can be effectively used in the
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devolopment of automatic speech processing applications including ASR
and text-to-speech converter in Malayalam. This can also be used as an
effective tool for phoneme based statistical analysis in various language
computing set-ups. The information derived out of this analysis can
also be incorporated in the simulation experiments conducted using the
language processing tool such as Sphinx, Kaldi etc. for better perfomance

As the next step, statistical analysis of individual phoneme as well
as diphone occurrences in Malayalam is performed. The analysis is
performed on both the word corpus (Olam) and an own developed news
text sentence corpus (MNSTC). To the best of our knowledge this is
the first fully automated G2P transcription based phoneme and diphone
analysis conducted so far using a large dataset in Malayalam. We expect
many advances in Malayalam speech processing will evolve using the
preposed G2P convertor and the phoneme statistics derived out of the
study.



Chapter 5

Implementation of Keyword
Spotting in Malayalam Speech
using Continuous Hidden Markov
Modelling

5.1 Introduction

Generally, the news audio archives consist of a large number of recorded
speech data. Implementation of audio mining, audio searching, forensic
analysis and such speech analytic applications do not normally rely on the
transcription of the entire speech. Only certain keywords of relevance are
significant for building such applications. These keywords could either
relate to a particular person or belong to certain topic of interest. The
process of locating the occurrences of a given list of keywords W in a
speech utterance O is entitled as keyword spotting (KWS). This process
is also termed as spoken keyword spotting, or spoken query detection or
Query by Example (QbE) or Spoken Term Detection (STD).

The most widely used speech recognition algorithms emerged in the
past two decades are based on Hidden Markov Models (HMM) [187]. In
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HMM statistical framework, a set of elementary probabilistic models
of basic linguistic units (e.g., phonemes) is used to build speech repre-
sentation. Speech modelling is a kind of representation of the speech
signal to make some aspect explicit and hence to improve the efficiency
and flexibility of speech processing applications. Both acoustic mod-
elling and language modelling are important parts of modern statistical
speech recognition algorithms. The proposed keyword spotting approach
in Malayalam speech is implemented with standard keyword spotting
strategies based on HMMs. The main emphasis of this work is on the
speech modelling which is effectively used for speech recognition and
keyword spotting based speech analytics.

In this chapter, a keyword spotting system and its implementation
details are proposed for Malayalam news audio using continues Hidden
Markov Modelling. The architecture of the proposed KWS system is
shown in figure 5.1. Basically, speech signals are non-stationary in
nature and dynamically change over time. But it can be viewed as a
piecewise stationary signal or a short-time stationary signal which has
some common acoustic properties for a short time interval (e.g., 10 ms).
Hidden Markov Models (HMMs) are widely used statistical recognizer
which considers speech as a piece-wise stationary signal [188] .
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Fig. 5.1 The proposed KWS system architecture

HMM training algorithm creates statistical representation model of
the speech signal. HMM decoder determines the best sequence of hidden
states, the one that most likely predicts the spoken term. Preparation
of knowledge base for HMM decoder is an important pre-processing step
towards speech modelling and recognition. The knowledge base facilitate
the construction and testing of statistical speech models. A Knowledge
Base Preparation Tool for Malayalam (KBPT-M) that can be used for
the implementation of HMM decoder is introduced as part of this work.
This tool generates language models and related components required
for acoustic modelling of the Malayalam language.

The HMM decoder recognizes the spoken keyword and present its
segment details in the audio signals. The performance evaluation of
the proposed system is carried out using two methods namely Exact
Matching Method (EMM) and Relaxed Matching Method (RMM). In
EMM, keywords are recognized only if the system encounters a precise
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match. Whereas in relaxed method, inflected forms of the given key-
word are also be considered for evaluation. The rest of this chapter is
arranged as follows. Section 5.2 describes the dataset preparation for
the implementation of HMM decoder. Section 5.3 discusses the process
of knowledge base resource generation using the proposed KBPT-M.
Section 5.4 describes the architecture of the HMM based ASR system.
Section 5.5 presents the implementation details of the proposed key-
word spotting system. Section 5.6 presents the experimental results and
section 5.7 concludes the work.

5.2 Data Preparation

In this section, the dataset preparation procedure adapted for the im-
plementation of the proposed keyword spotting system is discussed in
detail. The dataset is prepared in such a way that information content
is best exposed for the HMM decoder. The following sections discus
the data preparation done for the conduct of training and performance
evaluation of the HMM decoder implemented for keyword spotting from
Malayalam continous speech.

5.2.1 Data Preparation for KWS System Training

In this section, various inter-related tasks performed in the data prepara-
tion phase are discussed. Speech dataset needs to be prepared separately
for the purpose of training, testing and evaluating the models imple-
mented as part of the proposed system.

The news text corpus (MNSTC) as described in Chapter 4 is converted
to Malayalam News audio by recording the speech corresponding to
text data, spoken by both male and female speaker in the normal
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acoustic environment. This own developed Malayalam News Audio
Corpus (MNAC) consists of news audio samples spoken by 35 speakers
(both male and female) from different age group. The distribution of the
number of speakers based on the age group contributed to the creation
of this News audio corpus is shown in figure 5.2. Each speaker uttered
150 sentences taken randomly from any of the five news categories of the
text corpus (MNSTC) created for this purpose. All these 5,250 spoken
sentences are labelled with the News category id, sample id, speaker id
and gender/age of the speaker that they belongs to. The average length
of the news audio samples present in the dataset is 5.35 seconds. This
news audio dataset is further used to generate the Acoustic Model and
the HMM topology for the conduct of KWS experiments. The size of the
dataset is comparable to the moderate size benchmark datasets designed
for the development of speech processing applications in other languages.

Fig. 5.2 Distribution of number of speakers, based on the age
groups, contributed to the news audio dataset preparation.
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5.2.2 Data Preparation for KWS System Evaluation

This section describes the preparation of dataset used for the performance
evaluation of the proposed KWS system. A set of ninety one keyword
texts selected from various news categories is created for the conduct
of performance evaluation experiments. Inflected forms of the selected
words are also included in the set. For example in Malayalam, the
word uIcjw /ke:raɭam/ has different inflected forms like uIcj¿o²

/ke:raɭattil/ uIcjt¿ /ke:raɭatte/ uIcj¿otÂ /ke:raɭattinte̱/ etc. The
selected keyword set includes names of persons, places, events, incidences,
organization etc. which are also present in the news dataset MNSTC.
The average length of words present in the keyword set is 5.6875. The
statistical parameters including the number of characters in each keyword
(Word length) and the number of occurence of the keywords in the news
audio dataset are computed. Figure 5.3 shows the histogram of the
keyword length, where the keyword count is plotted against the number
of characters. Each column bar represents the total count of keywords
with a particular number of characters in it. Figure 5.4 shows the
histogram of the number of occurence of the keywords where the keyword
count are plotted against the number of occurence of the keyword present
in the MNAC news audio corpus.
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Fig. 5.3 Histogram of the number of characters present in key-
word set

Fig. 5.4 Histogram of the number of occurrence of the key-
words belongs to MNAC news audio corpus



5.3 Knowledge Base Generation for the Implementation of HMM Decoder 120

The KWS experiments are conducted on the MNAC news audio
dataset, consisting of 5,250 Malayalam news audio samples. The per-
formance evaluation of the system is conducted by a list of ninety one
keywords chosen from various news categories. The following section
describes the process of knowledge base generation adopted for the
implementation of the HMM decoder.

5.3 Knowledge Base Generation for the Implemen-
tation of HMM Decoder

Speech is produced with pulmonary pressure provided by the lungs that
generates sound by phonation through the glottis in the larynx that is
then modified by the vocal tract into different vowels and consonants
[189]. In this work, acoustic and language models are generated while
constructing the HMM decoder to simulate the KWS system. Acoustic
modelling provides acoustic observations of the signal. These observa-
tions are coefficient vectors that represent the speech signal character-
istics. The knowledge based generation aims at extraction of suitable
information from the news text dataset to support the implementation
of proposed KWS system. Language models can be considered as the
probability distribution over sequences of words. It also provides contex-
tual information to distinguish between words and phrases that sound
similar. A Knowledge Base Preparation Tool for Malayalam (KBPT-M)
is proposed with the aim of generating language models and resources
for the preparation of acoustic models to facilitate the implementation of
the HMM decoder. The following section describes the implementation
of the proposed KBPT-M in detail.
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5.3.1 Knowledge Base Preparation Tool (KBPT-M)

A knowledge base preparation tool for English language has been devel-
oped by CMU (Carnegie Mellon University) [190]. A knowledge base
preparation tool for Malayalam is proposed as part of this study. The
Knowledge Base Preparation Tool for Malayalam (KBPT-M) compiles
three text-based components to support acoustic models viz. sentence
corpus file, word list and lexical model (phonetic dictionary). In addition
to this KBPT-M also compiles to generate language model. The proposed
tool automatically generates four text files as output corresponding to
above mentioned components from the news sentence dataset. A block
diagram representing the different components of the KBPT-M is shown
in figure 5.5. The following sections describe the construction of the
sentence corpus file, word list, phonetic dictionary and language model
in detail.

Fig. 5.5 Components of the proposed KBPT-M

a. Sentence Corpus File
A well-structured sentence corpus is required for the generation
of acoustic and language models used in HMM decoder. A refer-
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ence text file is generated for this purpose with each sentence text
delimited by <s> and </s> tags. This sentence corpus file lists
out all the sentences taken from the Malayalam news text corpus
(MNSTC) bounded by start and end sentence markers: <s> and
</s>. A simple text corpus file generated using the sentences that
come under state news category selected from the MNSTC news
text corpus is given as follows.

b. Word List
A file consisting of complete vocabulary list is generated from the
MNSTC news text corpus. In this file, all the words extracted from
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the text corpus are listed in ascending order. A list of all Malayalam
graphemes in its ascending order is provided in Appendix 1. Special
characters and symbols present in the sentences are removed in the
pre-processing stage. A sample word list is as follows.

c. Phonetic Dictionary
Development of an automatic Grapheme to Phoneme (G2P) au-
tomatic transcription tool for Malayalam is already presented in
chapter 4. The proposed G2P transcriptor is enhanced to map the
vocabulary word list entries to its corresponding phone sequences.
Possibility of alternative pronunciations is rare in Malayalam lan-
guage as it has almost one to one correspondence between graphemes
and phonemes. Hence the provision for the alternative pronunci-
ation for the words are not included in the phonetic dictionary.
All the entries in the word list are also included in the phonetic
dictionary. The phonetic transcription is performed based on the
50 Malayalam phones introduced in chapter 3. The structure of the
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phonetic dictionary generated by the help of KBPT-M is given as
follows.

d. Language Model
A language model for the purpose of building HMM models are
generated based on the IRST Language Modeling (IRSTLM) Toolkit.
IRSTLM is widely used to estimate, store, and access very large
n-gram language models [191]. It is an experimental language model
compiler that produces a conventional backed-off trigram language
model based on the given corpus of text data in which n-gram
probabilities are also shown together. In this work, the IRSTLM
toolkit is used to generate the language model based on sentence
corpus file. A sample language model generated using the IRSTLM
compiler on a MNSTC news audio corpus is given as follows.
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This knowledge base, including the sentence corpus file, word list,
phonetic dictionary and language model generated using KBPT-M
is further used to implement the HMM decoder which is an integral
part of the proposed KWS system. The following section describes
the architecture of the HMM based speech recognition system which
assists the implementation of the proposed KWS system.
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5.4 Architecture of the HMM based Automatic Speech
Recognition (ASR) System

Input to an ASR system can generally be an audio wave either prior
recorded or taken live from the microphone. The HMM encoder first
converts the audio waveform into a sequence of fixed size acoustic fea-
ture vectors. The proposed ASR uses Mel Frequency Cepstral Coeffi-
cients (MFCC) features for speech encoding. Later in speech decoding,
these feature vectors are used for recognising the input speech. The
speech decoding problem can be defined as finding the sequence of words
W1:m = w1,w2, . . .wm which is most likely correspond to the feature vector
sequence F1:n = f1, f2, . . . fn. Using the Bayes’ Rule, the speech decoding
problem can be defined as

ŵ = Argmax
w

{p(F ∨W )p(W )} (5.1)

Where p(F ∨W ) is the likelihood of the word wm with respect to F

and p(W ) is the prior probability of the word sequence W . The product
p(F ∨W )p(W ) is computed for every wm. Error probability is presume
to be the minimum for which the product term is maximized. HMM
computes the product term and underlying probabilities using statistical
models. The likelihood p(F ∨W ) is determined by its acoustic model and
the prior probability p(W ) by the language model. Acoustic model of a
given word wm is synthesised by concatenating phone models defined in
pronunciation dictionary. The language model used in this work is based
on n-gram model. In n-gram model each word is conditioned based on its
n-1 predecessors. Its parameters are estimated by counting n-tuples in
the text corpus. The proposed ASR system is implemented using an open
source framework Sphinx-4 [192]. Sphinx-4 is a flexible, modular and
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pluggable framework that helps to build Hidden Markov model (HMM)
based speech recognition systems. The following sections describe the
MFCC feature extraction process, acoustic modelling, language modelling
and the speech decoding algorithm used to build the HMM based ASR
system.

5.4.1 MFCC Feature Extraction Process

The proposed HMM based ASR system uses Mel Frequency Cepstral
Coefficients (MFCC) parameters for speech encoding. Psycho-physical
studies have shown that Mel scale, a nonlinear frequency scale which
approximates the response of the human ear, is approximately linear
below 1 kHz and increases logarithmically above it. MFCC feature
extraction method uses Mel filter banks to extract subjective information
from the spectrum of speech signal [193]. MFCC algorithm focuses on
the numerical analysis of the signal which has to be converted to fixed
point arithmetic. It is the simplest and most widely used encoding
scheme. The block diagram of the MFCC feature extraction method
is shown in figure 5.6. The feature vectors are generated by applying
a truncated Discrete Cosine Transformation (DCT) to a log spectral
estimate computed by smoothing a Fast Furrier Transform (FFT) with
20 frequency bins distributed non-linearly across the speech spectrum.
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Fig. 5.6 Block diagram of MFCC feature extraction process

In addition to the spectral coefficients, first order (delta) and second-
order (delta–delta) regression coefficients are often appended in a heuris-
tic attempt to compensate for the conditional independence assumption
made by the HMM-based acoustic models [? ]. Let the original feature
vector be ys

t , the delta parameter ∆ys
t is given by,

∆ys
t =

∑
n
i=1 wi(ys

t+i − ys
t−i)

2∑
n
i=1 w2

i
(5.2)

Where wi is the regression coefficient and n is the window width.
The second derivative ∆2ys

t is computed using the same method with
different delta parameters. Finally the feature vector yt is formed by
concatenating these values,

yt = [ysT
t ∆ysT

t ∆
2ysT

t ]T (5.3)

The dimensionality of the final MFCC feature vector used in the
study is 39. This feature vector is further used to develop acoustic model
of the speech signal.
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5.4.2 Development of Acoustic Models for HMM

This section describes the method adopted for the preparation of acous-
tic models for HMM based speech recognition system. A word w is
considered as combination of phone sequence. This phone sequence is
called as pronunciation and is represented as qw

1:k = q1,q2, . . .qk. Each
qi can be represented as a continuous density HMM with transition
probability parameter A and output observation distribution B. The
general representation of a HMM based phone model is illustrated in
figure 5.7. It can be seen that on each step HMM makes a transition
from its current state to one of its neighbouring state. The probability
of transition from a state si to state s j is given by the state transition
probability ai j. On each state, a feature vector is generated using the
distribution associated with the corresponding state, b j().

This type of operations yield the following two standard conditional
independent assumptions for an HMM [191]

1. States are conditionally independent of all other states given the
previous state;

2. Observations are conditionally independent of all other observations
given the state that generated it.

Fig. 5.7 HMM based phone model
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The core acoustic model of an HMM based speech recognizer often
consists of tied three-state HMMs with Gaussian output distributions
[194]. The procedure used for the generation of core acoustic model is
given in algorithm 3.

Algorithm 3 Acoustic model generation using HMM
This algorithm takes the phone sequence from the speech sample as input and produces
acoustic model as output. Initially a prototype model is defined for HMM training. A
set of identical monophone HMMs in which every mean and variance is identical are
created. These are then re-estimated using tri-phones for creating acoustic model set.
Input: Phone sequence of the speech sample
Output: Tied-state context-dependent acoustic model set
1: Create a flat start monophone set. Each base phone in the set is modelled as a

single-Gaussian HMM.
2: Re-estimate Gaussian monophone parameters using expectation maximization

(EM) method.
3: Perform cloning of each Gaussian monophone q based on each distinct triphone

x−q+ y that appears in the training data.
4: Re-estimate training data tri-phones using EM.
5: Create decision tree for each state in each base phone. The triphones are mapped

into a smaller set of tied-state triphones and iteratively re-estimated using EM.

The detailed description of the implementation of the acoustic model
generation algorithm is detailed below.

In the first step, single multivariate Gaussian is considered for the
output distribution as,

b j( f ) = N(y; µ
j,Σ j) (5.4)

where, µ j is the mean of state s j and Σ j is the covariance of state s j

The acoustic vector f has relatively high dimensionality. Hence
its covariances are often considered to be diagonal. The composite
HMM Q is formed by concatenating all the constituent base phone
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q(w1),q(w2), . . .q(wL) . The acoustic likelihood is given in equation number
5.5.

p(F |Q) = ∑
θ

p(θ ,F |Q) (5.5)

where, θ is a state sequence θ0,θ1,θT+1 through the composite model
Q and p(θ ,F |Q) is,

p(θ ,F |Q) = aθ0θ1

T

∏
t=1

bθt( ft)aθtθt+1 (5.6)

Here θ0 and θT+1 are non-emitting states for entry and exit. Hence
for the modelling purpose, the focus will be on the remaining states as
shown in figure 5.7.

The acoustic model parameters λ = [ai j,b j()] are estimated using for-
ward–backward algorithm from the training dataset [195]. The proposed
estimation method is an example of Expectation Maximisation (EM)
[196]. The HMMs that correspond to the word sequence in the utterance
Fγ of length T γ is constructed and the corresponding composite HMM
is also built using the forward–backward algorithm. In the first phase,
the forward probability α

r j
t = p(Fr

1:t ,θt = s j;λ ) and the backward prob-
ability β ri

t = p(Fr
1:t ,θt = s j;λ ) are computed via the following recursion

equations 5.7 and 5.8

α
(r j)
t =

[
∑

i
α
(ri)
t−1ai j

]
b j

(
f (r)t

)
(5.7)

β
(ri)
t =

[
∑

j
ai jb j

(
f (r)t+1

)
β
(r j)
t+1

]
(5.8)

where i and j are added up for all states. For long speech segments
usually log arithmetics are used in recursion for reducing the compu-
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tational cost [197]. Using the above computed forward and backward
probabilities, the probability of the model occupying state s j at time t

for the utterance r is computed using the equation 5.9,

γ
(r j)
t = P(θt = s j|F(r);λ ) =

1
P(r)

α
(r j)
t β

(r j)
t (5.9)

where P(r) = p(F(r);λ ).

These state occupation probabilities γ represent a soft alignment
of the model states to the data [198]. Hence the new set of Gaussian
parameters defined to maximise the likelihood of the data based on these
alignments, are given in equation 5.10 and 5.11,

µ̂
( j) =

∑
R
r=1 ∑

T (r)

t=1 γ
(r j)
t f (r)t

∑
R
r=1 ∑

T (r)

t=1 γ
(r j)
t

(5.10)

Σ̂
( j) =

∑
R
r=1 ∑

T (r)

t=1 γ
(r j)
t ( f (r)t − µ̂( j))( f (r)t − µ̂( j))T

∑
R
r=1 ∑

T (r)

t=1 γ
(r j)
t

(5.11)

Similarly, a re-estimation equation for the transition probabilities is
given as,

â( j) =
∑r=1

1
P(r)

R
∑

T (r)

t=1 α
(ri)
t ai jb j( f (r)t+1)β

(r j)
t+1 f (r)t

∑
R
r=1 ∑

T (r)

t=1 γ
(ri)
t

(5.12)

In the second step of the algorithm, based on the initial estimate of
the parameters λ (0), EM algorithm yield parameter sets λ (1),λ (2), . . . on
successive iterations. These estimation improves the likelihood up to
some local maximum. In flat start model, the initial value for the λ (0)

is assigned to global mean and covariance of the data to the Gaussian
output distributions and set all transition probabilities to be equal. Thus
each word is decomposed into a sequence of context independent base
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phones in this model. It is also observed that these models fails to
capture the large degree of context dependent variability existing in real
speech.

In order to incorporate the context dependent variation of the phones
unique phone model for every possible pair of left and right neighbours are
used, named as tri-phones. x−q+ y denotes the triphone corresponding
to phone q spoken in the context of a preceding phone x and a following
phone y. These model has N base phones and N3 potential triphones.
To avoid the resulting data scarcity problems, the complete set of logical
triphones L can be mapped to a reduced set of physical models P by
clustering and tying together the parameters in each cluster. This
mapping process is illustrated in Figure 5.8. The parameter is said to be
tied in the HMMs of two sound units if it is identical for both of them.
The process of parameter tying is depicted in figure 5.9 with an example.

Pronunciation q of each phone is obtained from the pronunciation
dictionary generated as part of the knowledge base generation process
as explained in section 5.3. These pronunciations are then mapped on
to the logical phones based on their context. Logical phones are then
mapped on to the physical models. Logical to physical model clustering
usually operates at the state level rather than the model level.
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Fig. 5.8 Context dependent phone modelling applied on Malay-
alam text മായ വÁq /ma:ya vannu/

Fig. 5.9 Tied-state phone model for the formation of physical
model

Finally as described in step 5 of the Algorithm 3, decision trees are
implemented to make the choice of which states to tie. State position
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of every phone qi has a binary tree associated with it. Consider the
state i of phone q. All states i of all the logical models derived from
q are collected into a single pool at the root node of the tree. The
splitting of state pools depends on the answer to the conditions at each
node. The process is repeated until all the states are trickled down to
leaf nodes. The generic example of decision tree clustering is shown in
figure 5.10. Here R represents right nodes and L indicates left nodes.
Transition in decision tree will be based on left and right neighbouring
values. All states in each leaf node are then tied to form a physical
model. The questions corresponding to each node are fixed based on
the predetermined set to maximize the likelihood of the training data.
The decision tree expansion is very effectively performed using a greedy
iterative node splitting algorithm [198]. As a post processing, single
Gaussian models are converted to mixture Gaussian models [191]. Thus
the final result is the required tied-state context-dependent acoustic
model set.

Fig. 5.10 Decision tree clustering model
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5.4.3 Generation of n-gram Language Models

In speech recognition applications,language model P(w) has critical
influence on the recognition accuracy. In most of the cases, it is generated
from the given text corpus. This section discusses the process adopted for
the construction of language models using n-gram modelling for building
HMM decoder.

In an n-gram model, the probability of observing the sentence w =

w1,w2, . . .wk defined in 5.1 is approximated as,

P(w) = p(w1).p(w2|w1) . . . p(wk|wk−1
1 ) (5.13)

where, wk−1
1 = w = w1,w2, . . .wk−1 is the sequence of occurrence of

words. The value of n is fixed as 3, as we have used tri-gram models for
the generation of language models.

The performance of proposed language models is assessed in the
context of speech recognition, based on the perplexity. The perplexity is
defined as the degree of difficulty that the recognizer encounters, on an
average, when it has to determine a word from the same source [188].
This difficulty depends on the actual probability P(w1,w2, . . .wk) which
is not known before and thus has to be estimated. Hence the perplexity
H can be defined as

H =− lim
K→∞

1
K

log2(P(w1, . . .wk))≈− 1
K

K

∑
k=1

log2(P(wk|wk−1,wk−2, . . .wk−N+1))

(5.14)

The language model with lower H is considered as better than any
of the other language model which leads to a higher perplexity. The
n-gram probabilities are estimated from training texts by counting n-gram
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occurrences to form Maximum Likelihood (ML) parameter estimates. For
example, let C(wk−2,wk−1,wk) represent the number of occurrences of the
three words wk−2, wk−1 and wk and similarly C(wk−2,wk−1) represents
the number of occurrence of wk−2, wk−1, then

P(wk|wk−1,wk−2)≈
C(wk−2wk−1wk)

C(wk−2wk−1)
(5.15)

This simple ML estimation shows sparsity. To overcome this sparsity
problem the scheme is integrated by a combination of discounting and
backing off [199].

P = (wk|wk−1,wk−2) =


dC(wk−2wk−1wk)

C(wk−2wk−1)
i f 0 <C <C′

C(wk−2wk−1wk)
C(wk−2wk−1)

i f C >C′

α(wk−1,wk−2) P(wk|wk−1) otherwise,
(5.16)

where C is a count threshold, C is short-hand for C(wk−2wk−1wk), d

is a discount coefficient and α is a normalisation constant. Thus, when
the n-gram count exceeds the threshold, the ML estimate is used. When
the count is small, the same ML estimate is used but discounted slightly.
The following section describes the implementation of HMM decoding
algorithm and its enhancement based on word lattice generation.

5.4.4 HMM Decoding and Word Lattice Generation

The most likely word ŵ given a sequence of feature vectors F1:T is found
by searching all possible state sequences for the sequence which was most
likely to have generated the observed features. The generated sequence
that shows maximum likelihood to the observed feature data F1:T is to
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be selected. Dynamic programing concepts are used to efficiently solve
the decoding problem. Let,φ ( j)

t = maxθ p(F1:t,θt)s j;λ i.e., the maximum
probability of observing the partial sequence F1:t and then being in state
s j at time t, given the model parameter λ . This probability can be
suitably computed using the Viterbi Algorithm [200] as follows,

φ
( j)
t = maxiφ

( j)
t−1ai jb j( ft) (5.17)

The non-emitting, entry state φ
( j)
t is initialized to 1 and all other

state to 0. The probability of the most likely word sequence is then given
by maxiφ

( j)
t .After recording all the decisions, a traceback is performed

to obtain the best matching state sequence.

HMM decoder primarily finds the solution for the equation (17).
Rather than the most likely hypothesis, the N-best set of hypothesis gen-
eration is optimal for speech processing applications. It allows multiple
passes over the data without the computational expense of repeatedly
solving the equation (17) from scratch. A compact and efficient structure
for storing these hypotheses is the word lattice [68].

A word lattice consists of a set of nodes representing points in time
and a set of spanning arcs representing word hypotheses. An example of
word lattice structure created using nine Malayalam words is shown in
Figure 5.11a. In addition to the words assigned to each arc as shown
in the figure, every arc also carry acoustic and language model score
information. In lattice structure SIL stands for silence detected in the
beginning and end of each file.

Word lattices are flexible in nature and can be expanded to allow
rescoring by a higher order language model. This lattice structure is
then compacted into a very efficient representation called a confusion
network [68]. A confusion network generated out of the given word lattice
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structure is shown in Figure 5.11b where the “-” arc label indicates NULL
transitions. The confusion network has the property that for every path
through the original lattice, there exists a corresponding path through
the confusion network. Each arc in the confusion network carries the
posterior probability of the corresponding word w. Confusion networks
are then used to construct minimum word-error decoding [201]. The
list of sample words used for the creation of word lattice and confusion
network is given in table 5.1.

(a) A word lattice structure

(b) Confusion network formed out of the given word lattice structure

Fig. 5.11 Word Lattice Structure and the corresponding Con-
fusion Network
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Table 5.1 List of Malayalam words used to generate the word
lattice and confusion network

Sl.No. Word IPA
1 ഞാ° /ɲa:n/
2 രാവിെല /ra:vile/
3 cn}Xo /ra:tri̱/
4 eÈuÃnkqw /vallappo:ỵum/
5 സ്ഥിരമായി /sthirama:yi/
6 \S·nlq¾m /naʈakka:ru̱ɳʈə/
7 ]nSnlq¾m /pa:ʈa:ru̱ɳʈə/
8 InWnlq¾m /ka:ɳa:ru̱ɳʈə/
9 CeotS /iviʈe /

5.5 Proposed Keyword Spotting System Architec-
ture for Malayalam

Two different Keyword Spotting (KWS) techniques are resulted as part of
this study. The first method is based on Automatic Speech Recognition
(ASR) approach and the second method is a Filler Model based Acoustic
(FMA) approach. The implementation details of these techniques are
discussed in the following sections. The experimental results obtained
out of keyword spotting experiments are also compared and discussed in
detail.

5.5.1 ASR based Keyword Spotting Technique

In this method, an ASR based Keyword Spotting system (ASR-KWS) is
implemented based on automatic continuous speech recognition technique.
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There are two phases in the proposed technique. First one is the speech
to text conversion and the second phase is text-based search to locate
the keyword. During the first phase, most probable sequence of words
are listed based on the knowledge base information using Viterbi search
algorithm. In the second phase, KWS engine uses the ASR output for
text-based search to locate keywords.

Word lattices are created to impliment an efficient keyword searching
in ASR based KWS with word lattice search (ASR–LS-KWS). A word
lattice comprise of a set of nodes representing the points in time and
spanning arcs representing word hypotheses are then computed [68] as
discussed in section 5.4. The ASR engine finds the acoustic and language
model likelihood of each word. Forward, backward and posterior scores
are computed using forward-backward inference algorithm [202]. The
mathematical equation used for the computation of these confidence
scores is given below.

C(N) = Lα(N)+Lβ (N)+L(N)−Lbest

Lα(N) = Lαaccoustic(N)+Lαlanguage(N)+ m
NP

inLα(NP)

Lβ (N) = Lαaccoustic(N)+Lαlanguage(N)+ m
NF

inLα(NF)

(5.18)

where,
Lα(N) is the forward likelyhood of the best path from the begining of
the latice to the keyword.
Lβ (N) is the backword likelyhood of the best path from the end of the
latice to the keyword.
L(N)is the word posterior.
Lbest is the best path through lattice.
Lαaccoustic(N) is the acoustic model score.
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Lαlanguage(N) is the language model score.

The keywords to be spotted may be a single word or a combination
of words. In such cases the largest confidence score obtained for any
word constituting the keyword is chosen as the whole keyword confidence
score. Lattice is represented as a directed graph that contains nodes
representing words spoken over a particular period of time and edges that
correspond to the score information such as the acoustic and language
model scores. The branching of lattices usually increases processing time,
but it improves the spotting results.

5.5.2 Filler Model based Acoustic Approach for Keyword Spot-
ting(FMA-KWS)

The basic idea of filler model based acoustic approach is to create
the HMM for the keywords and a separate HMM for the filler (i.e.,
non-keyword) regions. These two models are joined to form the com-
posite keyword-filler HMM. Here the acoustic keyword spotting system
implementation is conducted based on Audio Aligner Implementation
Algorithm [203]. The aligner identifies the time when each word in
the transcription was spoken in the speech utterance. The system uses
acoustic model and lexicon dictionary which contains the pronunciation
of the searched keywords and then non-keywords are modelled using
filler models. The cost of the alignment C can be defined as

cost(C) = ∑
(xiy j)∈C

αxiy j +∑
i:xi

δ + ∑
j:y j

δ (5.19)

where X and Y are transcription and pronunciation series. The
parameters δ and α are gap and mismatch penalties respectively.
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The aligner system contains keyword grammar that includes all the
keywords that are to be spotted. Phoneme insertion, word insertion and
out of grammar probability are the three main parameters used to tune
the performance of the system. Out of grammar words are modelled
with fillers and the multiword keywords were simply concatenated. Even
though the system delivers fast result, the processing cost increases
linearly on adding a new keyword to the list of keywords.

5.6 Experimental Results

Keyword spotting experiments are conducted based on two keyword
spotting methods viz. ASR-KWS and FMA-KWS as discussed in section
5.5. The KWS experiments are also conducted with the improved
ASR-KWS method based on word lattice search ASR-LS-KWS. The
experiments are conducted on the MNAC news audio corpus familiarised
in section 5.2, containing 5,250 Malayalam news audio samples. The
performance evaluation of the system is conducted by a set of ninety one
keywords chosen from various news categories. There are 570 mentions
of these keywords in the MNAC news audio corpus. Three basic numeric
scores, true positive, false positive and false negative are computed to
evaluate the performance of the proposed KWS system.

• True positive: Number of keywords correctly recognized

• False positive: Number of keywords falsely recognized

• False negative: Number of missed keywords

The performance scores viz. precision, recall and F1-score of the KWS
system is computed based on the above mentioned parameters. The
precision is computed to measure how many of recognized keywords
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are identified correctly. Recall measures how many of keywords in test
data are not missed in recognition. F1 score is the weighted average
of Precision and Recall and it is also referred as harmonic mean which
represents the overall accuracy of the system.

Precision =
Truepositive

Truepositive+Falsepositive
(5.20)

Recall =
Truepositive

Truepositive+Falsenegative
(5.21)

F1 =
2∗Precision∗Recall

Precision+Recall
(5.22)

The Exact Matching Method (EMM) uses exact keyword targeting
criteria. Whereas in Relaxed Matching Method (RMM) the inflected
form is allowed in the keyword targeting criteria. The performance score
of the proposed KWS system is given in table 5.2.
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Table 5.2 Experimental result – Keyword spotting

Methods used True
Positive

False
Positive

False
Negative

P
re

ci
si

on

R
ec

al
l

F
1
Sc
or
e

Exact
Matching
Method
(EMM)

ASR-
KWS

285 143 171 0.6658 0.625 0.6447

ASR-LS-
KWS

298 98 202 0.7525 0.596 0.6651

FMA-
KWS

137 169 293 0.4477 0.3186 0.3722

Relaxed
Matching
Method
(RMM)

ASR-
KWS

376 95 128 0.7983 0.746 0.7712

ASR-LS-
KWS

379 50 168 0.8834 0.6928 0.7766

FMA-
KWS

181 144 273 0.5569 0.3986 0.4646

The graphical representation of the performance scores viz. precision,
recall, and F1 of the proposed KWS method obtained using the Exact
Matching Method (EMM) and Relaxed Matching Method (RMM) are
shown in Figure 5.12a - 5.12b respectively. The results indicates that the
FMA-KWS approach shows higher false alarm rate and is hard to tune
it to reach a better result. One of the major reason is that, this approach
does not use language model information. It is also evident that in
ASR-LS-KWS approach, the searching for keywords in the lattice graph,
precision rate is significantly increased but the recall value decreases
simultaneously. The best F1-score of 0.7766 is obtained for ASR-LS-KWS
in RMM.
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(a) Exact Matching Method (EMM)

(b) Relaxed Matching Method (RMM)

Fig. 5.12 Performance Evaluation of Proposed KWS Systems
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5.7 Conclusion

This chapter discussed the implementation details of proposed keyword
spotting systems designed for Malayalam based on continuous Hidden
Markov Modelling. The proposed system is trained using Malayalam
news audio dataset with 5250 speech signals. A separate set of keywords
containg 570 keyword samples, are also created to perform KWS experi-
ments. A Knowledge Base Generation Tool (KBPT-M) is implemented
for Malayalam language. The proposed KBPT-M is used to generate
resources required for the construction of acoustic and language models
using the training data.

Keyword spotting systems are implemented using an open source
framework Sphinx-4. The Automatic Speech Recognition (ASR) based
keyword spotting approach ASR-KWS, ASR based KWS with word
lattice search (ASR-LS-KWS) and a Filler Model based acoustic keyword
spotting FMA-KWS are implemented. The evaluation of the system
is performed on two methods viz. Exact Matching Method (EMM)
and Relaxed Matching Method (RMM). Precision, Recall and F1 scores
are measured for verifying the effectiveness of both the systems. The
experimental results show that the ASR-LS-KWS method gives better
results, compared to other methods, with precision rate of 0.79 and recall
0.75. Acoustic KWS gives higher false alarm rate and low F1 score. The
experimental results also show that the performance of the system is
improved when lattice search is combined with the ASR based keyword
spotting system. The best F1 score 0.7766 is obtained for ASR-LS-KWS
algorithm using RMM. From the experimental results it is evident that
the best approach that can be used for the implimentation of Malayalam
keyword spotting in continues speech is ASR based keyword spotting
using word lattice search with relaxed matching method.



Chapter 6

Automatic Content based
Classification of Speech Audio
using Multiple Instance Learning
Approach

6.1 Introduction

The keyword spotting system discussed in Chapter 5 finds exactly where
a term was spoken in an audio sample. Speech analytics system based on
KWS provides much better details of the speech content by extracting
usefull information from it. As audio forms a major portion of information
disseminated in the world every day many researchers are attempting
to classify it based on various criteria [204]. In today’s digital world
people have access to a tremendous amount of news audio and video; on
radio, television and the internet. The amount of multimedia data that
are available is now so immense that it is infeasible for a human to go
through it all and distinguish required files among them.

Automatic content based analysis provides useful information for
audio classification as well as segmentation. Information about the audio
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content can be used for classifying the file. Audio content understanding
is thus an active research problem in speech analytics. A key step in
this direction is a classifier that can predict the category of the input
audio. In this chapter, a novel audio classification technique is proposed
based on Multiple Instance Learning (MIL).

Different supervised and unsupervised learning algorithms are avail-
able in machine learning approaches. Multiple Instance Learning (MIL)
is proposed as a variant of supervised learning for problems with incom-
plete knowledge about labels of training examples. Melih Kandeir et
al. [86] conducted a benchmark study over the performance of different
MIL methods. In their study, it is reported that mi-Graph and mi-SVM
gave considerably better result compared to other MIL methods.

For the purpose of multimedia classification, features are drawn mainly
from the text, audio, and visual modalities. Usually, multimedia ap-
proaches are found more often in the literature than text-only approaches.
The audio content based approach usually requires fewer computational
resources than visual methods [205]. There are different features which
provide a compact representation of the given audio signal. Among them,
Mel Frequency Cepstral Coefficients (MFCC) and Perceptual Linear
prediction (PLP) coefficients are widely used features [206].

In this work, a novel approach for content based speech audio classifi-
cation using MIL methods is preposed. The experiments are conducted
over the own developed news audio database MNAC familiaized in 5.2.
The results obtained using these methods are evaluated using different
performance metrics. The rest of this chapter is organized as follows.
Section 6.2 describes feature extraction methods used in this study. Sec-
tion 6.3 describes the proposed news audio classification methodology.
Section 6.4 discusses the experimental results, and section 6.5 concludes
the work.
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6.2 Feature Extraction from News Audios for Clas-
sification

In this section audio feature extraction for MIL classifier is discussed in
detail. To classify the news audio input, as a pre-processing the audio
part is extracted and is split into overlapping segments. The signals are
divided into constant-time segment of 25ms blocks [207]. Speech signal
analysis is generally performed over short-time frames with a fixed frame
length (FFL) and a fixed frame rate (FFR), based on the assumption that
these signals are non-stationary and exhibit quasi-stationary behaviour
in short durations [208]. This method benefits from the simplicity of
implementation and the ease of comparing blocks of the same length.

Mel Frequency Cepstral Coefficients (MFCC) and Perceptual Linear
Prediction (PLP) coefficients are extracted as features and further used
for classification purpose. The algorithms used for MFCC and PLP
based feature extraction techniques are described below.

6.2.1 Mel Frequency Cepstral Coefficient (MFCC) Feature
Extraction

The most popular spectral based parameter used in recognition approach
is the Mel Frequency Cepstral Coefficients called MFCC. MFCC takes
human perception sensitivity with respect to frequencies under consider-
ation, and therefore are the best for audio recognition [209]. Detailed
implementation of MFCC is discussed in section 5.3.The procedure to
determine the feature is described in algorithm 4.
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Algorithm 4 MFCC feature extraction
1: Segmentation of voiced speech signal into 25 ms length frames.
2: Compute the spectral density of the power spectrum for each frame.
3: Apply the mel filterbank to the power spectra, sum the energy in

each filter.
4: Compute the logarithm of all filterbank energies.
5: Compute the DCT of the log filterbank energies.
6: MFCCs are the amplitudes of the resulting spectrum.

The mel-scale frequency mapping is formulated as: m( f ) = 1125(1+
f/700)

6.2.2 Perceptual Linear Prediction (PLP) Feature Extraction

The Perceptual Linear Prediction (PLP) model has been developed by
Hermansky [210]. PLP models the human speech based on the concept
of psychophysics of hearing [206]. PLP discards irrelevant information
of the speech and thus improves speech recognition rate. The procedure
to determine PLP coefficients are described in the algorithm 5.

Algorithm 5 PLP feature extraction

1: The N- point DFT is applied on the segmented input signal x(n).
2: The critical-band power spectrum is computed through discrete

convolution of the power spectrum with the piece-wise approximation
of the critical-band curve.

3: Equal loudness pre-emphasis is applied on the down-sampled θ(B)

and then intensity-loudness compression is performed.
4: Inverse DFT is performed for getting the equivalent autocorrelation

function.
5: PLP coefficients are computed after autoregressive modelling and

conversion of the autoregressive coefficients to cepstral coefficients.
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6.3 Content based Audio Classification using MIL

This work aims for the automatic classification of news audios by catago-
rizing it based on the content. This categorisation will reduce the search
cost of analytic applications. Given a list of news audios of interest,
the proposed method will produce a discriminative model to distinguish
them. In the following sections, implimentation details of the MIL ap-
proach have been discussed along with a description on the mi-Graph and
mi-SVM methods which have been used for classification are explained
in detail.

6.3.1 MIL for News Audio Classification

Initially, the input news audio files taken from the MNAC audio corpus
are split into 25 ms length overlapping segments for feature extraction.
Instances are created from each audio segments by extracting features
from it. All the feature sets (the group of instances) belonging to the
same news files are grouped into a bag. Labels are assigned for instances
and for the bags as a whole, assuming the bag label to be the maximum
of the instance labels within the bag. Finally, these bags along with their
labels are fed into MIL classifier. A bag with a positive label indicates
that there is at least one positively labelled instance and for a negatively
labelled bag, all instances are known to have negative labels. Thus,
as shown in figure 6.1, interested newsgroups are represented by the
positive bag and other news sets by the negative bag. The schematic
diagram of the proposed MIL based audio classification methodology is
shown in figure 6.2.
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Fig. 6.1 MIL approach for news audio classification considering
state news as the area of interest

Multiple Instance Learning (MIL) is a variation of supervised learn-
ing for problems with incomplete knowledge about labels of training
examples. In MIL, the labels are assigned to bags of instances. The
binary classifier labels a bag positive if no less than one instance in that
bag is positive, otherwise bag is labelled as negative [211]. That is the
MIL training set consists of bags X1,X2, . . .Xn and bag labels y1,y2, . . .yn,
where Xi = xi1,xi2, . . .xim, xi j ∈ X and yi ∈ {−1,1}. The goal of MIL is
to either train an instance classifier h(X) : X → Y or a bag classifier
H(X) : Xm → Y .

The brief description of two MIL based classification methods viz.
mi-Graph and mi-SVM, used in this study are given in the following
subsections.
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Fig. 6.2 Schematic diagram of proposed news audio classifica-
tion methodology

6.3.2 mi-Graph based Classification Method

mi-Graph is a simple but effective method that represents each bag by
a similarity graph [212]. initially, the cross-similarities of bag instances
are computed by an instance-level kernel function kinst(xi,x j). A graph
is then constructed by placing a node per each instance within a bag
and each node pair is connected by an edge if the two corresponding
instances are more similar to each other than a threshold δ . Let Wb
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be the affinity matrix of bag b, whose entry is wb
nm = 1, if there is an

edge between the nodes of instances n and m, and wb
nm = 0 otherwise.

Consequently, similarity between bags b and c are computed by the
following kernel function:

Kbag(Xb,Xc) =
∑

Nb
n=1 ∑

Nc
m=1 vbnvcmkinst(Xbn,Xcm)

∑
Nb
n=1 ∑

Nc
m=1 vcm

(6.1)

Where vbn =
1

∑
Nb
u=1 W b

nu
, vcm = 1

∑
Nc
u=1 W c

mu
are the sum of the weights of the

edges incident to nodes (instances) n and m of bags b and c, respectively.
Based on the resultant bag-level Gram matrix, the arbitrary kernel
learner is trained. The intuition behind this kernel is that for instances
that are similar to a large number of other instances within the bag,
Wia has a smaller value, and for instances different from the rest of the
bag, Wia is large. Hence, the influence of odd instances within bags are
enhanced, and others are down weighted.

6.3.3 mi-SVM based Classification Method

This method approaches MIL as a semi-supervised learning problem,
treating the labels of positive bag instances as latent variables [85]. These
latent variables are added to the optimization problem that inferred
from data.

min
y

min
w,b,ξ

1
2
∥W 2 ∥+C

N

∑
i=1

ξb,

s.t. yi(W T
φ(Xi))≥ 1−ξi,∀i, (6.2)

ξi≥0,∀i,
max = Yb,∀b
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where w is the vector of model parameters defining the planar decision
boundary, C is the regularization constant, ξb are slack variables, and
φ(.) is a function that maps an instance from the original feature space
to a Reproducing Kernel Hilbert Space (RKHS) [213]. At each iteration
the approximate solution can be found as follows: train an instance-level
standard SVM based on the current assignments of the latent variables,
then update these variables by making predictions with the learned SVM.
The following section presents the simulation experiments conducted for
the news audio classification using MIL approach and summary of the
result obtained.

6.4 Simulation Experiments and Results

The evaluation of the proposed MIL based audio classification is per-
formed on MNAC news audio archive. The MFCC and PLP features
and two MIL techniques viz. mi-Graph and mi-SVM have been used for
the experiments. The experiment is conducted over the resultant audio
samples obtained after the conduct of keyword spotting experiments.
The evaluation of the proposed method is conducted by considering the
news audio samples present in the dataset as two classes viz. state news
audio and non-state news audio. Similarly, non-state news can be further
categorized into different binary classes like national and non-national,
sports and non-sports as well as news with cultural and non-cultural
importance. The block diagram of the evaluation model for the preposed
MIL based news audio classification is shown in figure 6.3. The keyword
spotted audio files are given as an input to the MIL classifier. The MIL
classifier classifies the audio file into either positive bag or negative bag.
The file is considered as state news if it is labelled as positive. The
details of the performance evaluations are discussed in this section.
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Fig. 6.3 Evaluation model for the MIL based news audio clas-
sifier

As the first stage the audio signals are segmented into 25 ms frames.
Frames are considered as the instances of the audio signal. MFCC and
PLP features have been extracted from each frame. Following four
performance metrics are used for audio classification evaluation of the
proposed MIL classifier.

• Accuracy: Percentage of correctly classified test points.

• F1 score: Harmonic mean of precision and recall.

• AUC-ROC: Area under Receiver Operating Characteristics (ROC)
curve.

• AUC-PR: Area under precision–recall curve.
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The news audio classification experiments are conducted using MFCC
and PLP features separately based on two different MIL techniques
viz. mi-Graph and mi-SVM. The news audio classification results are
performance matrices obtained by taking the state news as positive bags
is given in table 6.1.

Table 6.1 MIL based news audio classification results and per-
formance matrices

MIL
method

Feature Accuracy
(%)

F1 score AUC-ROC AUC-PR

mi-Graph
MFCC 90.0 0.91 0.89 0.81
PLP 85.0 0.86 0.94 0.96

mi-SVM
MFCC 80.3 0.86 0.89 0.93
PLP 79.4 0.87 0.88 0.94

From the experimental result it is evident that the MIL classifica-
tion method works effectively in speech audio classification. It is also
evident that mi-Graph with MFCC feature give better result compared
to other methods. Figure 6.4 shows the graphical representation of
the performance score obtained for mi-graph and mi-SVM based audio
classification.
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(a) mi-Graph

(b) mi-SVM

Fig. 6.4 Performance scores for (a) mi-Graph (b) mi-SVM
based news audio classification

6.5 Conclusion

In this study, a novel method for content based audio classification using
MIL approach is presented. The news audio files taken from the indige-
nous MNAC audio dataset are classified using mi-Graph and mi-SVM
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techniques. mi-Graph directly models within bag instance relationships
and mi-SVM is semi-supervised in its nature. The news audio clas-
sification experiments are conducted using MFCC and PLP features.
Performance evaluation of the proposed mi-Graph and mi-SVM methods
using MFCC and PLP parameters are also carried out. mi-Graph us-
ing MFCC features appears as the best-performing method with 90.0%
audio classification accuracy and 0.91 F1 score which is comparative
with the other audio classification results reported earlier. Many audio,
multimedia and speech analytics applications would certainly benefit
from the ability of the proposed MIL based audio classifier to classify
and retrieve audio samples into different categories based on its content.



Chapter 7

Effective Speaker Spotting based
on Nonlinear Properties of Vocal
Tract

7.1 Introduction

Speech analytics is the process of analysing speech data to gather relevant
information from it. Automatic extraction of speaker information is one
among the major speech analytic application. A novel speaker spotting
method discussed in this thesis can be effectively used for speaker specific
short listing of KWS result. Speaker recognition can be broadly divided
into two classes: Speaker Verification (SV) and Speaker Spotting or
speaker identification. The basic objective of speaker spotting is to
associate an identifier to the speech of an individual speaker which is
different from all other unique speakers. Linear Time Invariant (LTI)
modelling of speech signal is widely used in speaker recognition works.

Nonlinear methods for speech processing are also a rapidly growing
area of research. Nonlinearities are routinely included in attempts to
model the physical process of vocal cord vibration, which have focused on
two or more mass models [89]. Observation of glottal waveform reinforce
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this evidence, where it has been shown that this wave form can change
shape at different amplitudes. Such change would not be possible in
a strictly linear system where the wave form shape is unaffected by
the amplitude changes. Nonlinear signal processing techniques have
several potential advantages over traditional linear signal processing
methodologies [90–94, 214, 215]. They are capable of recovering the
nonlinear dynamics of signals of interest possibly preserving natural
information. In this context, the Eigen values of the reconstructed
phase space, capacity dimension, correlation dimension, Kolmogorov
entropy and largest positive Lyapunov exponents extracted from the
vowel phonemes of thirty five different speakers are analysed.

Lyapunov exponents related with a trajectory give a measure of the
average rates of convergence and divergence of nearby trajectories [216].
Fractal dimension is a measure that quantifies the number of degrees
of freedom and the extent of self-similarity in the attractor’s structure
[217]. Kolmogorov entropy measures the rate of information loss or gain
over the trajectory [217]. These measures search for a signature of chaos
in the observed time series. Since these measures quantify the structure
of the underlying nonlinear dynamical system, they are prime candidates
for feature extraction of a signal with strong nonlinearities.

In this work the speaker identity based on the non-linear properties of
the power spectral measures of the speech samples are analysed. These
features are normally not considered in any of the conventional feature
extraction methods. The power spectral measures show interesting simi-
larities with the theoretical chaotic models. The source and system are
separated by cepstral method and power spectral measures are carried
out. It is observed that there exists an exponential decay in the power
spectrum of the speech samples as predicted by Lorenz and Rossler
chaotic dynamical system models [218]. These different features are
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combined to model each unique speaker. The speaker identification
experiments are conducted based on the proposed features using Feed
Forward Multilayer Perceptron (FFMLP) classifier simulated using the
error back propagation learning algorithm. Section 7.2 describes the
algorithm used for vowel segmentation from continues speech samples.
Section 7.3 presents the nonlinear dynamics of the vocal tract together
with the proposed nonlinear feature extraction methodologies are dis-
cussed. Section 7.4 describes speaker spotting experiments conducted
based on nonlinear features and ANN and section 7.5 concludes the
work.

7.2 Segmentation of Vowel Units from Continues
Speech

As a first step, the vowel units are segmented from continues speech for
feature extraction. A segmentation algorithm proposed by Natarajan, V.
et al. is implemented for vowel region segmentation [219]. Segmentation
experiment is conducted based on first two formant frequencies using
Support Vector Machine (SVM). The proposed algorithm is composed
of three stages. In the first stage, the input audio is segmented into 20
ms-long frames with a 5 ms shift, where formant frequencies for each
frame is computed. In order to group the frames into Vowel/Consonant in
phoneme level, a silence detection algorithm using spectral centroid and
signal energy is proposed. In the second stage the formant frequencies
for each frame is computed using the Linear Prediction Analysis. In
the third stage each frame is identified as either vowel or consonant
using the support vector machine. The segmented vowel units are then
given as input to the proposed speaker spotting module. For verifying
the effectiveness of the proposed method, five Malayalam short vowels
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(A/a/, F/e/,C/i/, H/o/, D/u/) are segmented from different news
audio files spoken by different speakers.

7.3 Nonlinear Dynamics of Vocal Tract

In the case of a purely deterministic system, once its present state is
fixed, all future states can be determined as well. Hence it is important
to establish a vector space called phase space or state space for the
system, such that specifying a point in the space specifies the state of
the system and vice versa. Then the information about the dynamics
of the system can be obtained by studying the various features of the
corresponding phase space distribution. The state of a particle moving
in one dimension is specified by its position (x) and velocity (v). Its
phase space is a plane. On the other hand a particle moving in three
dimensions would have a six dimensional phase space with three position
and three velocity directions. In phase space, momentum can be used
instead of velocities.

In the case of speech signal what we have is not a phase space object
but a time series, a sequence of scalar measurements. We therefore have
to convert the observations into state vectors. This is the important
problem of phase space reconstruction, which is technically solved by
the method of time delay embedding. One of the profound results
established in chaotic theory is the Takens’ embedding theorem [91].
Takens’ theorem states that under certain assumptions, phase space
of a dynamical system can be reconstructed through the time-delayed
versions of the original scalar measurements. This new state space is
commonly referred to in the literature as Reconstructed Phase Space
(RPS), and has been proven to be topologically equivalent to the original
phase space of the dynamical system.
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Packard et al. have first proved the concept of phase space reconstruc-
tion in 1980 [220]. Soon after,Takens has shown that a delay-coordinate
mapping from a generic state space to a space of higher dimension pre-
serves the topology [221]. This theorem provides important theoretical
justification for the use of RPS’s for system identification and pattern
classification. Because the topology of the RPS is identical to the topol-
ogy of the underlying system’s phase space, we can expect the shape
and density of the RPS attractor to provide valuable information of
the system that generates a signal. According to Takens’ embedding
theorem a reconstructed phase space can be produced for a measured
state variable xn, where n = 1,2,3,4, . . .N, via the method of delays by
creating vectors given by

Xn = [xn xn+r xn+2r . . . xn+(d−l)r] (7.1)

where d is the embedding dimension and τ is the chosen time delay
value. The row vector Xn, defines the single point in the RPS. The row
vectors then can be compiled into a matrix called a trajectory matrix to
completely define the dynamics of the system and create a reconstructed
phase space as

Xd =


x1 x1+r x1+2r . . . x1+(d−1)r

x2 x2+r x2+2r . . . x2+(d−1)r

x3 x3+r x3+2r . . . x3+(d−1)r

. . .

xN xN+r xN+2r . . . xN+(d−1)r

 (7.2)

The Reconstructed Phase Space (RPS) constructed for the isolated vowel
phoneme A /a/ with embedding dimension d=2 and the time delay
value τ = 1 is shown in figure 7.1.
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Fig. 7.1 Reconstructed Phase Space (RPS) for the vowel A/a/
with d = 2 and τ = 1

The following subsections describe various nonlinear features used
in speaker modelling. Two novel nonlinear features, Eigen Value of
Reconstructed Phase Space (RPC-EV) and Spectral Decay Coefficient
(SDC) are proposed as part of this work.

7.3.1 Nonlinear Features used in Speaker Modelling

Nonlinear features used in this study for speaker modelling including
Lyapunov exponent (λmax), capacity dimension, correlation dimension
(D2) and Kolmogorov entropy (K2) are discussed in this section.

a. Lyapunov exponent
The analysis of separation in time of two trajectories with infinitesi-
mally close initial points is measured by Lyapunov exponents [216].
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For a system whose evolution function is defined by a function f ,
we need to analyse:

∆x(t)≈ ∆x(0)
∂

∂x
( f n)∆x(0) (7.3)

To quantify this separation, we assume that the rate of growth (or
decay) of the separation between the trajectories is exponential in
time. Hence we define the exponents, λi as:

λi lim
n→∞

1
n

ln((eigi)
n

∏
p=0

J(p)) (7.4)

Where, J is the Jacobian of the system as the point p moves around
the attractor. These exponents are invariant characteristics of the
system and are called Lyapunov exponents, and can be computed by
applying the above equation to points on the reconstructed attractor.
The exponents read from a reconstructed attractor measure the
rate of separation of nearby trajectories averaged over the entire
attractor. Largest Lyapunov Exponent can be used as a feature
value for uniquely modelling the speaker. Figure 7.2 shows the
Lyapunov exponent obtained after repeated iteration for the vowel
A/a/.



7.3 Nonlinear Dynamics of Vocal Tract 168

Fig. 7.2 Lyapunov exponents obtained for the Malayalam the
vowel A/a/

after repeated iteration

b. Capacity dimension
There are different ways to define the dimension, d(A), of a set A.
One approach is the capacity dimension dB. For a one dimensional
figure such as straight line or curve of length L, it can be covered
by N(ε) one dimensional boxes of size ε . The capacity dimension is
defined as,

dB ≈ log(ε)
log(1

ε
)

(7.5)

To compute the capacity dimension using box counting method,
break up the embedding space into a grid of boxes of size ε . Then
count the number of boxes N(ε) inside which at least one point of
the attractor lies.

c. Correlation dimension
Fractals are objects which are self-similar at various resolutions.
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Self-similarity in a geometrical structure is a strong signature of
a fractal object. Correlation dimension [218] is a popular choice
for numerically estimating the fractal dimension of the attractor.
Correlation dimension dC measures the variation of average fraction
of neighbouring points with distance. The correlation integral Cd(R)

in d dimensional space is given by

Cd(R) = lim
N→∞

[
1

N2

N

∑
i, j=1

H(R− | Xi −X j |)] (7.6)

Where Xi and X j are points on attractor, H(y) is the Heaviside
function, N is the number of point randomly chosen from the data
set. The Correlation dimension dC is the variation of Cd(R) with R.

dc = lim
R→0

log
[Cd(R)]
logR

(7.7)

d. Kolmogorov entropy
Entropy is a well-known measure used to quantify the amount of
disorder in a system. It has also been associated with the amount of
information stored in general probability distributions. Numerically,
the Kolmogorov entropy can be estimated as the second order
Kolmogorov entropy (K2) and can be related to the correlation
integral of the reconstructed attractor [218] as:

Cd(ε)∼ lim
ε→0
d→∞

ε
Dexp(−τDK2) (7.8)

Where D is the fractal dimension of the system’s attractor, d is the
embedding dimension and τ is the time-delay used for attractor
reconstruction. This leads to the relation:
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K2 ∼
1
τ

lim
τ→0
d→∞

ln
Cd(ε)

Cd+1(ε)
(7.9)

In practical, the values of ε and d are restricted by the resolution of the
attractor and the length of the time series.

7.3.2 Eigen Value of Reconstructed Phase Space

The computation of the novel nonlinear feature, Eigen value of recon-
structed phase space proposed in this study is discussed in this section.
An Eigenvector of a square matrix A is a non-zero vector V that, when the
matrix is multiplied by V , yields a constant multiple of V , the multiplier
being commonly denoted by λ . That is:

AV = λV (7.10)

The number λ is called the eigenvalue of A corresponding to the
Eigenvector V . The Eigenvalues can be used for dimensionality reduction
[222]. The Eigenvalues of Reconstructed Phase Space (RPS-EV) are
computed for different d values [223]. A detailed analysis of eigenvalues
obtained in different dimensions of RPS are conducted to identify the
optimum d value. RPS constructed for Malayalam vowelA/a/ spoken by
five different speakers (d = 3) is shown in figure 7.3. From the figure, it is
evident that the RPS of the same vowel spoken by different speakers has
a significant variation which can be effectively used for speaker modeling.
Figure 7.4 shows the proposed RPS-EV feature vector (normalized) of
different samples of Malayalam vowel A /a/ (computed from RPS fixing
d=5). Figure 7.5 shows the RPS-EV feature vectors extracted for d = 5
from 5 different vowels uttered by five different speakers.
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Fig. 7.3 Reconstructed Phase Space (RPS) for vowel A/a/
spoken by five different speakers (d=3)

Fig. 7.4 RPS-EV feature vector (d = 5) for the Malayalam vowel
A/a/ uttered by five different speakers

Fig. 7.5 Normalized RPS-EV feature vector (d = 5) extracted
from five different vowels uttered by five different speakers.
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the following section describes the proposed nonlinear speaker model-
ing based on chaotic properties of the power spectrum in detail.

7.3.3 Speaker Modelling based on Chaotic Properties of the
Power Spectrum

The power density spectrum of the speech signal are analysed for the
purpose of speaker modelling [224]. The problem addressed in this work
concerns the investigation of novel acoustical modelling techniques that
exploits the theoretical result of nonlinear dynamics [218].

7.3.3.1 Evidence of Chaos in Power Spectrum

Power Spectral Density (PSD) is the frequency response of a random
or periodic signal. It indicates where the average power is distributed
as a function of frequency. M.C. Valsakumar et al. have focused on
the analysis of the spectral measure, the tools employed in the study
of stationary stochastic processes, as well as deterministic dynamical
systems [218]. It is also known that a periodic system with frequency
f has a pure point spectral measure with a spectral density (power
spectrum) constituted by sharp (delta) peaks at f , and all its harmon-
ics in general. On the other hand, the spectral measure of a generic
stationary stochastic process has an absolutely continuous part and a
corresponding broad power spectrum. They have also observed that the
power spectrum of a chaotic time series differs in some way or the other
from that of a stochastic time series, especially at high frequencies.

In an another study D.E.Sigeti have shown numerically that the power
spectra of time series extracted from continuous time chaotic dynamical
systems exhibit an exponential decay at high frequencies [225]. In view
of this results, M.C. Valsakumar et al. have further investigated the
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power spectra of a variety of chaotic dynamical systems including the
Rossler [226], Raman [227], and Anantha [228] oscillators, the Lorenz
model [229], the quasi-periodically kicked oscillator [215] and the Lorenz
intermittency model [230], and presented their critical remarks about
the theoretical arguments in the literature for the exponential decay
of the power spectrum present at high frequencies for chaotic systems.
The power spectra of chaotic dynamical systems are found to exhibit an
exponential decay followed by a much slower decay (resembling an alge-
braic decay). The power spectra of two representative models exhibiting
chaos, namely, the Lorenz and Rossler models, used in this study for
investigating the chaotic property of the power spectrum of speech signal,
are explained in the following session.

a. Lorenz and Rossler models

The Lorenz system is a system of ordinary differential equations (the
Lorenz equations) first studied by Edward Lorenz in 1963 [229]. It is
notable for having chaotic solutions for certain parameter values and
initial conditions. The Rossler system is a system of three non-linear
differential equations originally studied by Otto Rossler [226]. Otto
Rossler has designed the Rossler attractor in 1976, and the equations are
later found to be useful in modelling equilibrium in chemical reactions.
The defining equations of the Lorenz and Rossler system are shown in
Table 7.1.
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Table 7.1 The defining equations of the Lorenz and Rossler
systems

Model Equation Parameters Route

Rossler

dx
dt =−y− z

dy
dt = x+ay

dz
dt = b+ z(x− c)

a = 0.15
b= 0.2
c =10.00

Period
doubling

Lorenz

dx
dt = ρ(y− x)

dy
dt = x(r− z)− y

dz
dt = xy− cz

ρ=16.00
r= 45.92
c=4

Quasiperiodic

Figure 7.6 shows the power spectrum obtained for the Lorenz and
Rossler chaotic models [218]. From the figure it is evident that the power
spectra of these models exhibit an exponential decay followed by a slower
decay and the exponential decay constant derived from this could be
identified as an important attribute of the chaotic system. The following
section describes the speaker modelling based on the Spectral Decay
Coefficient (SDC) extracted from the power spectrum of the speech
signal.
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Fig. 7.6 Computed Power spectrum (a) Lorenz model and (b)
Rossler model

7.3.3.2 Speaker Modelling based on Spectral Decay Coefficient (SDC) Ex-
tracted from the Power Spectrum

The power spectrum analysis (focused on chaotic properties) presented
in this section pointed to the fact that the power spectrum of a chaotic
system exhibits an exponential decay at high frequencies and the decay
coefficient characterizes the system. As the speech production system
possesses chaotic nature, it is decided to analyse the power spectrum of
speech signal so as to extract certain nonlinear features which can be
used for speaker modelling.

An analysis on the nonlinear properties of the power spectrum is
conducted on five Malayalam short vowels (A/a/, F/e/, C/i/, H/o/,
D/u/) taken from the dataset. The power spectrum of the speech signals
is then computed using Discrete Fourier Transform (DFT) and compared
against the vowel samples spoken by different speakers. For further
examination, the power spectrum is smoothed using an LPC based
smoothing technique.
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The power spectrum extracted for each vowel from five Malayalam
short vowel spoken by a single speaker and the corresponding LPC
smoothed power spectrum are shown in Figure 7.7. From the figure it
is evident that the spectra is distinct for each vowel and there exist an
exponential decay in each case.

Fig. 7.7 Original power spectra (upper row) and the corre-
sponding LPC smoothed power spectra (lower row) of five
short vowels ( /a/, /e/, /i/, /o/ and /u/) spoken by a sin-
gle speaker

Figure 7.8 shows the LPC smoothed power spectrum of Malayalam
vowels A /a/ uttered by five different speakers and Figure 7.9 shows the
power spectrum of the different samples of the vowel A /a/ spoken by
a single speaker. The visual analysis of the power spectrum shows that
the exponential decay corresponding to a particular vowel spoken by a
single speaker is similar in nature and decay part for the same vowel
spoken by different speakers differs considerably.



7.3 Nonlinear Dynamics of Vocal Tract 177

Fig. 7.8 LPC smoothed power spectra for vowel A /a/ spoken
by five different speakers

Fig. 7.9 LPC smoothed power spectra of different samples of
vowel A /a/ spoken by a single speaker

The LPC smoothed power spectrum extracted for the vowel A/a/
and the corresponding exponential fit are shown in Figure 7.10. Further
the Spectral Decay Coefficients (SDC) are extracted and used as feature
for speaker recognition.
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Fig. 7.10 Exponential fit over the LPC smoothed power spec-
trum for vowel A/a/.

We have modelled the speaker identity using the Spectral Decay
Coefficients (SDC) extracted from the speech power spectrum extracted
from the vowel phonemes. An exponential curve fitting method is
implemented for the extraction of these coefficients using the equation,

f (x) = ae−bx + ce−dx (7.11)

The exponential decay always occurs at the high frequency part of the
power spectrum and hence the curve fitting is also done on that particular
portion of the power spectrum. The spectral decay coefficients (SDC)
corresponding to the constants a,b,c and d denoted in the equation 7.11
are then extracted. The following section describes the speaker spotting
experiments conducted based on the proposed nonlinear features using
Artificial Neural Network (ANN.
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7.4 Speaker Spotting Experiments based on Non-
linear Features and ANN

The speaker spotting experiments are conducted based on different
samples of the five Malayalam vowel (A /a/, F /e/, C /i/, H /o/, D
/u/) segmented from the MNAC audio archive. This dataset contains
vowel samples spoken by 35 different speakers (30 utterances of each vowel
from every speaker). The speaker spotting experiments are simulated as
an independent module. The Capacity Dimension (CD), the Correlation
Dimension (CRD), Kolmogorov Entropy (KE) and Largest Lyapunov
Exponent (LLE) are extracted from all the samples taken from the vowel
database. Eigenvalues from the Reconstructed Phase Space (RPS) over
different dimensions are computed from a total of 5,250 vowel samples
and analysed thoroughly. Thus the experiments are also conducted to
examine the speaker identification capabilities of the proposed Spectral
Decay Coefficients (SDC). The SDCs are extracted from speech samples
of five Malayalam vowels taken from the dataset.

The speaker identification experiments are conducted based on the
proposed features using Feed Forward Multilayer Perceptron (FFMLP)
Classifier simulated using the error back propagation learning algorithm.
The number of input layers is fixed according to the feature vector size
and five output nodes are fixed to represent five vowel classes. A constant
learning rate 0.01 is used with the initial random weights obtained by
generating random numbers ranging from 0.1 to 1. The recognition
experiments are repeated by changing the number of hidden layers
and number of nodes in each hidden layer for obtaining the successful
architecture.

Initially, the network is trained using RPC- EV and SDC features
extracted from the vowel samples. A set of 2,625 samples (15 samples
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corresponding to five vowels) spoken by 35 different speakers are used for
iteratively computing the final weight matrix (training) and a disjoint set
of vowels of same size from the vowel dataset is used for speaker spotting
purpose (testing) phase. The experiments are conducted in three stages.
Initially, the SDC feature is used as parameters to train the system.
In the second stage RPC- EV feature combined with SDC is used to
form the parameter set to conduct the speaker spotting experiment.
Finally, the experiment is also repeated by adding the nonlinear features
including capacity dimension, the correlation dimension, Kolmogorov
entropy and Lyapunov exponent along with SDC and RPC-EV feature
set. The speaker spotting accuracy obtained for fifty different speakers
based on above said features extracted from each of the five vowels using
FFMLP classifier are tabulated in table 7.2. The experimental results
indicate that the combined feature approach provides better speaker
identification accuracy and hence substantiate the result substantiates
the use of nonlinear features in speaker modeling.

Table 7.2 Speaker spotting Results

Parameters
used

Feature
size

Speaker spotting accuracy (%)
(for each vowel)

Accuracy
(%)

A/a/ F/e/ C/i/ H/o/ D/u/

SDC
4 71.2 59.80 64.00 54.74 69.00 63.73

SDC + RPC
- EV

9 86.6 63.45 71.00 67.00 77.74 71.17

SDC+RPC
-EV+ LLE+

CD+CRD+KE
13 88.00 66.00 74.00 70.00 82.00 73.00
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7.5 Conclusion

In this work, the speaker identity is modelled based on the non-linear
properties of the speech samples which are normally not considered in
the conventional feature extraction methodologies. The Eigen values
of the reconstructed phase space, capacity dimension, correlation di-
mension, Kolmogorov entropy, largest positive Lyapunov exponent and
spectral decay coefficient of selected phoneme for fifty different speakers
are computed. The speaker recognition experiments are conducted using
Multilayer Feed Forward Neural Networks using combined nonlinear
features. The experiment results show that the speaker spotting capa-
bility of the proposed SDC parameter is enhanced when RPC-EV is
used as an additional parameter. Further, it shows that the combined
feature approach, in which the SDC features when used with RPC-EV,
LLE, CD, CRD, and KE offer considerable improvement with an average
speaker spotting accuracy of 73.00%. Future work can look at the effect
of using linear and nonlinear feature merging technique to offer a robust
practical speaker spotting system.



Chapter 8

Conclusions and Future Research
Directions

8.1 Conclusion

The modern era has witnessed a drastic evolution of ASR technology.
New research in speech processing is emerging in which ASR engines
are being adopted for the development of different domain specific
applications. Speech analytics is a similar newly emerging research area
in which ASR engine is used for Keyword spotting (KWS) and hence to
assist automated content based speech analysis. This thesis primarily
addresses the problem of keyword spotting in Malayalam continuous
speech for analytic applications.

Malayalam phonology and rule set for forming Malayalam allophones
are studied in detail. In addition, this work has also analysed the
allophonic variability of Malayalam vowels. An extensive statistical
analysis is performed on the durational properties and the first two
formant frequencies of the vowel allophones. Experiment results show
that the characterisation of the allophonic variations in Malayalam vowel
phones, obtained as part of the study can be efficiently used in automatic
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speech processing applications. In this line, this work is the first of its
kind in Malayalam language.

A rule-based Grapheme-to-Phoneme transcription for Malayalam is
proposed. The transcriptor converts Malayalam text into a sequence of
phonemes. The set of Malayalam graphemes is divided into six subsets,
and separate processing routines are employed for the G2P transcription
of each of the subsets. The proposed system transcripts text into Malay-
alam phonemes as well as to its corresponding International Phonetic
Alphabet (IPA) representations. This tool can efficiently be used in
the automatic speech processing applications including text-to-speech
converter and speech recogniser. The phoneme occurrence frequency
based on the word corpus (olam dataset) and sentence corpus (news text
archive) are computed using the G2P conversion tool. The phoneme
statistics derived out of the corpuses can be considered as a salient factor
in designing language models for various speech processing applications.

The Malayalam continuous speech database has been created by
recording the sentences collected from the online news portals of leading
Malayalam dailies spoken by 35 male and female speakers of different
age groups. For the purposes of the experiment, 5,250 sentences have
been categorized into five classes, including state news, national news,
international news, sports news and news related to cultural importance.

A discriminative method for detecting and spotting keywords in spo-
ken utterances is preposed. The most widely used speech recognition
algorithm, Hidden Markov Model (HMM) is used for the implementation
of this method. The Keyword Spotting (KWS) system is implemented
using two methods. The first one is ASR based Keyword spotting tech-
nique (ASR-KWS) and the second one is thefiller model based acoustic
approach (FMA-KWS). In the KWS evaluation stage, two methods,
Exact Matching Method (EMM) and Relaxed Matching Method (RMM)
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are performed for evaluation. In EMM, the keyword form is recognized
precisely, where as in RMM mismatch of inflected form is allowed. Pre-
cision, Recall and F1 scores are measured for verifying the effectiveness
of both the systems. From the experimental results it is observed that
the ASR-KWS gives better results compared to the FMA-KWS with
precision as 0.79 and recall as 0.75. FMA-KWS gives higher false alarm
rate and low F1 score. The experimental results also show that the
efficiency of system is improved when lattice search is combined with
the ASR based keyword spotting system. The best F1 score of 0.7766
is obtained for the relaxed matching mode based ASR-KWS algorithm
with lattice search.

A novel approach for the content based audio classification using
Multiple Instance Learning approach is implemented. There are two
types of features used for audio content detection, namely, MFCC and
PLP. Two MIL techniques mi-Graph and mi-SVM are used for classifica-
tion purposes. The results obtained using these methods are evaluated
using different performance metrics. From the experimental result, it is
evident that the MIL works excellently on the audio classification. .It
is also noted that mi-Graph which uses MFCC features appears as the
best-performing method with 90.0% classification accuracy and 0.91 F1
score.

A novel method for speaker spotting is proposed with prominence
on nonlinear speaker modelling techniques. The speech signal is non-
stationary in nature as it is produced from a time-varying vocal tract
system with time-varying excitation. However, most of the signal pro-
cessing algorithms like LPC and MFCC model speech as a linear time-
invariant system. In this work we make an attempt to model the vocal
tract using different nonlinear features including Eigen values of the
reconstructed phase space, capacity dimension, correlation dimension,
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Kolmogorov entropy, largest positive Lyapunov exponent and spectral
decay coefficients. The speaker spotting experiment is simulated using
Artificial Neural Network. The experimental results indicate that the
proposed keyword spotting approach provides an F1 score of 0.77. This
module can be further used for speaker specific short listing of keywords.

8.2 Contributions

The major contributions to the field of digital speech processing as well
as speech analytics that has been reported as part of this research work
are detailed below.

An inclusive Malayalam phoneme dataset has been developed working
in collaboration with the TEMU Malayalam phonetic archive project
owned by Thunchath Ezhuthachan Malayalam University (TEMU), Ker-
ala. The Malayalam phoneme segments are recorded in its standardized
orthography at studio environment followed by a number of examples of
its occurrence in phonologically relevant different positions. Allophones
are listed together and pronunciation of each example recorded from
the natural speech is demonstrated in both male and female voices. An
extensive Malayalam speech dataset is also created by recording news
sentences collected from the online news portals of the leading Malayalam
dailies. A total of 5,250 spoken sentences are properly categorized and
labelled to keep in the dataset along with its transcripted form.

An extensive study of Malayalam phonology with allophonic variation
in vowel phonemes based on their durational and spectral characteristics
are conducted. This work could be considered as a first step towards
a paradigm shift to allophone-based Malayalam speech processing. A
comprehensive rule-based Grapheme-to-Phoneme (G2P) transcriptor for
Malayalam is designed and implemented. The transcription tool can be
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effectively used in the automatic speech processing applications including
text-to-speech converter and speech recognizer. Phoneme frequencies
based on word and sentence corpuses are computed as a part of the
performance evaluation of the proposed G2P transcription tool.

The development of a novel Keyword Spotting (KWS) system in
Malayalam speech using continuous Hidden Markov Modelling is another
major contribution of this dissertation. A KnowledgeBase Preparation
Tool (KBPT-M) is designed as part of this work to generate language
model and textual resourses required for accustic modeling from the
given text corpus. The Automatic Speech Recognition based KWS
(ASR-KWS) and Filler model based acoustic KWS (FMA-KWS) experi-
ments are conducted. From the experimental results, it is observed that
the ASR-based keyword spotting using lattice search outperforms other
methods with a F1 score of 0.7766.

As part of the speech analytics work, a novel speech audio classifier
based on Multiple Instance Learning is proposed. This classifier analyses
the content of the news audios and classifies news audios under state
news label from rest of the other categories.The outcome of the work can
be used to identify the category of the output audio samples obtained
from the KWS system. Another speech analytics work conducted is the
speaker spotting performed on keyword spotted audios. An effective
speaker spotting model is developed based on nonlinear properties of the
vocaltract. Two novel nonlinear features RPS-EV and SDC have been
proposed as part of this work. It is observed that the proposed method
offer enormous improvement in speaker spotting with an average of 73%
accuracy.
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8.3 Future Direction

The research work provides a comprehensive study on KWS systems
with application to speech analytics. However, there is scope for further
research in this field and some of the future prospects are listed below.

The indigenous dataset used in the study has to be scaled up in such
a way that all the dialectical variations of Malayalam are incorporated
in the dataset, as dialect survey of Malayalam (1974) has identified 12
classes of dialect areas of Malayalam where each dialect class has its own
subclasses.

The present study has analysed allophonic variation of Malayalam
vowels based on its durational and spectral characteristics. Durational
and spectral properties of consonant and diphthong allophones need to
be explored and analysed in detail, as it is evident that the durational
and spectral features of allophones can be effectively used to improve
the performance of the ASR and speech synthesis systems designed for
continuous speech.

One of the major contributions of this study is a rule based Grapheme
to Phoneme (G2P) transcription algorithm for Malayalam. A Grapheme-
to-Allophone transcriptor can also be developed to improve the perfor-
mance of speech processing applications like speech synthesis as well as
speech recognition.

A detailed analysis of the computational complexity of the proposed
keyword spotting system is not reported in this thesis. It is an important
metric that needs to be considered when implementing real-time tasks
and applications. Hence a study on space and time complexity of the
proposed algorithm is identified as another possible direction for future
research work.
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Finally, yet importantly, approaches differing from GMM-HMM-based
acoustic modelling, such as Deep Neural Network (DNN) based frame-
work can also be considered. DNN-based acoustic models are discrim-
inative models which have a completely different model adaptation
framework from generative models. Implementing KWS as well as
speaker spotting process in this new framework may improve the system
performance.

In this work, two speech analytics applications, viz. audio classifier and
speaker spotting techniques are discussed in detail. The development of
KWS based speech analytic applications in the field of speaker separation,
emotion detection, sentiment analysis and audio summarization may
also be explored.
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Appendix A

Windows OS

TeXLive package - full version

1. Download the TeXLive ISO (2.2GB) from
https://www.tug.org/texlive/

2. Download WinCDEmu (if you don’t have a virtual drive) from
http://wincdemu.sysprogs.org/download/

3. To install Windows CD Emulator follow the instructions at
http://wincdemu.sysprogs.org/tutorials/install/

4. Right click the iso and mount it using the WinCDEmu as shown in
http://wincdemu.sysprogs.org/tutorials/mount/

5. Open your virtual drive and run setup.pl

or

Basic MikTeX - TEX distribution

1. Download Basic-MiKTEX(32bit or 64bit) from
http://miktex.org/download

https://www.tug.org/texlive/
http://wincdemu.sysprogs.org/download/
http://wincdemu.sysprogs.org/tutorials/install/
http://wincdemu.sysprogs.org/tutorials/mount/
http://miktex.org/download


213

2. Run the installer

3. To add a new package go to Start » All Programs » MikTex »
Maintenance (Admin) and choose Package Manager

4. Select or search for packages to install

TexStudio - TEX editor

1. Download TexStudio from
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LATEX.cls files can be accessed system-wide when they are placed in the
<texmf>/tex/latex directory, where <texmf> is the root directory of
the user’s TEXinstallation. On systems that have a local texmf tree
(<texmflocal>), which may be named “texmf-local” or “localtexmf”,
it may be advisable to install packages in <texmflocal>, rather than
<texmf> as the contents of the former, unlike that of the latter, are
preserved after the LATEXsystem is reinstalled and/or upgraded.

It is recommended that the user create a subdirectory <texmf>/tex/la-
tex/CUED for all CUED related LATEXclass and package files. On some
LATEXsystems, the directory look-up tables will need to be refreshed after
making additions or deletions to the system files. For TEXLive systems
this is accomplished via executing “texhash” as root. MIKTEXusers can
run “initexmf -u” to accomplish the same thing.

Users not willing or able to install the files system-wide can install
them in their personal directories, but will then have to provide the path
(full or relative) in addition to the filename when referring to them in
LATEX.

LATEX.cls files can be accessed system-wide when they are placed in
the <texmf>/tex/latex directory, where <texmf> is the root directory
of the user’s TEXinstallation. On systems that have a local texmf tree
(<texmflocal>), which may be named “texmf-local” or “localtexmf”,
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it may be advisable to install packages in <texmflocal>, rather than
<texmf> as the contents of the former, unlike that of the latter, are
preserved after the LATEXsystem is reinstalled and/or upgraded.

It is recommended that the user create a subdirectory <texmf>/tex/la-
tex/CUED for all CUED related LATEXclass and package files. On some
LATEXsystems, the directory look-up tables will need to be refreshed after
making additions or deletions to the system files. For TEXLive systems
this is accomplished via executing “texhash” as root. MIKTEXusers can
run “initexmf -u” to accomplish the same thing.

Users not willing or able to install the files system-wide can install
them in their personal directories, but will then have to provide the path
(full or relative) in addition to the filename when referring to them in
LATEX.

LATEX.cls files can be accessed system-wide when they are placed in
the <texmf>/tex/latex directory, where <texmf> is the root directory
of the user’s TEXinstallation. On systems that have a local texmf tree
(<texmflocal>), which may be named “texmf-local” or “localtexmf”,
it may be advisable to install packages in <texmflocal>, rather than
<texmf> as the contents of the former, unlike that of the latter, are
preserved after the LATEXsystem is reinstalled and/or upgraded.

It is recommended that the user create a subdirectory <texmf>/tex/la-
tex/CUED for all CUED related LATEXclass and package files. On some
LATEXsystems, the directory look-up tables will need to be refreshed after
making additions or deletions to the system files. For TEXLive systems
this is accomplished via executing “texhash” as root. MIKTEXusers can
run “initexmf -u” to accomplish the same thing.

Users not willing or able to install the files system-wide can install
them in their personal directories, but will then have to provide the path
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(full or relative) in addition to the filename when referring to them in
LATEX.

LATEX.cls files can be accessed system-wide when they are placed in
the <texmf>/tex/latex directory, where <texmf> is the root directory
of the user’s TEXinstallation. On systems that have a local texmf tree
(<texmflocal>), which may be named “texmf-local” or “localtexmf”,
it may be advisable to install packages in <texmflocal>, rather than
<texmf> as the contents of the former, unlike that of the latter, are
preserved after the LATEXsystem is reinstalled and/or upgraded.

It is recommended that the user create a subdirectory <texmf>/tex/la-
tex/CUED for all CUED related LATEXclass and package files. On some
LATEXsystems, the directory look-up tables will need to be refreshed after
making additions or deletions to the system files. For TEXLive systems
this is accomplished via executing “texhash” as root. MIKTEXusers can
run “initexmf -u” to accomplish the same thing.

Users not willing or able to install the files system-wide can install
them in their personal directories, but will then have to provide the path
(full or relative) in addition to the filename when referring to them in
LATEX. LATEX.cls files can be accessed system-wide when they are placed
in the <texmf>/tex/latex directory, where <texmf> is the root directory
of the user’s TEXinstallation. On systems that have a local texmf tree
(<texmflocal>), which may be named “texmf-local” or “localtexmf”,
it may be advisable to install packages in <texmflocal>, rather than
<texmf> as the contents of the former, unlike that of the latter, are
preserved after the LATEXsystem is reinstalled and/or upgraded.

It is recommended that the user create a subdirectory <texmf>/tex/la-
tex/CUED for all CUED related LATEXclass and package files. On some
LATEXsystems, the directory look-up tables will need to be refreshed after
making additions or deletions to the system files. For TEXLive systems
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this is accomplished via executing “texhash” as root. MIKTEXusers can
run “initexmf -u” to accomplish the same thing.

Users not willing or able to install the files system-wide can install
them in their personal directories, but will then have to provide the path
(full or relative) in addition to the filename when referring to them in
LATEX.
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Appendix A 

Table: List of Malayalam Graphemes in ascending order 
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Appendix B 

Diphone frequency distribution-Word Corpus 
  ഇ ഉ ഈ ഊ എ ഒ ഏ ഓ അ ആ ഉ് ഐ ഔ 
ഇ 0 3 0 0 5 2 0 0 0 1 0 0 0 
ഉ 0 0 0 0 3 0 0 0 1 0 0 0 0 
ഈ 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഊ 0 0 0 0 0 0 0 0 0 0 0 0 0 
എ 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഒ 0 0 0 0 2 0 0 0 1 0 0 0 0 
ഏ 0 0 0 0 4 1 0 0 1 0 0 0 0 
ഓ 0 0 0 0 0 0 1 0 1 0 0 0 0 
അ 17 6 0 0 7 3 0 1 4 10 0 0 0 
ആ 5 0 0 0 4 2 0 0 9 0 0 0 0 
ഉ് 0 0 0 0 0 0 0 0 1 0 0 0 0 
ഐ 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഔ 0 0 0 0 0 0 0 0 0 0 0 0 0 
പ് 1500 1734 241 588 350 394 263 313 8948 2420 0 52 61 
ത് 4623 1728 359 176 168 176 254 340 10661 1882 0 76 20 
�് 181 260 3 1 11 7 7 12 340 44 0 0 0 
ട് 2486 1478 80 12 66 0 41 71 4590 547 0 12 1 
ച് 1626 686 262 278 623 155 313 223 3765 1080 0 51 39 
ക് 1323 5177 429 621 246 730 475 997 19370 3807 0 337 173 
ഫ് 19 56 7 7 2 0 20 24 346 48 0 1 0 
ഥ് 380 48 5 33 0 0 17 21 1146 358 0 6 6 
ഠ് 95 4 16 4 0 0 9 10 542 78 0 0 0 
ഛ് 119 27 4 1 3 0 74 8 340 147 0 0 0 
ഖ് 110 42 5 0 1 0 43 14 1151 136 0 2 0 
ബ് 237 284 96 30 4 1 22 100 1009 322 0 8 3 
ദ് 1027 435 370 133 3 0 483 148 3343 753 0 71 30 
ഡ് 292 95 63 34 7 0 9 34 1055 157 0 1 0 
ജ് 480 98 350 30 2 0 28 46 2849 537 0 28 2 
ഗ് 384 599 101 74 2 1 42 352 3458 467 0 8 78 
ഭ് 720 184 130 364 0 0 109 192 2005 678 0 15 27 
ധ് 937 258 113 141 0 0 62 47 2745 674 0 9 21 
ഢ് 15 0 6 4 0 0 2 4 197 19 0 0 2 
ഝ് 11 1 0 0 0 0 0 0 62 9 0 0 1 
ഘ് 23 64 4 23 0 0 3 108 773 190 0 0 1 
മ് 1229 1674 238 422 110 74 423 310 7115 2666 0 56 58 
ന് 3636 976 727 113 226 42 315 188 7876 1705 0 106 29 
¬ 1484 250 166 3 10 1 64 42 3870 372 0 0 2 
ഞ് 87 12 6 8 72 35 24 7 371 294 0 0 3 
ങ് 36 154 1 1 1 0 19 10 383 69 0 0 0 
സ് 715 730 75 308 7 6 181 100 3811 797 0 44 94 
ഷ് 839 245 105 9 2 0 207 61 2662 308 0 3 13 
ശ് 823 403 231 91 2 0 155 163 2581 764 0 57 47 
ഹ് 660 163 107 45 2 0 115 84 2134 590 0 22 6 
ര് 3526 2068 314 240 30 6 224 443 9752 1760 0 8 24 
À 1313 898 359 43 0 0 25 25 6986 1402 0 2 30 
Â 1630 443 166 56 41 14 224 499 5927 1057 0 12 27 
Ä 1292 290 61 17 24 3 85 52 1883 230 0 4 5 
ഴ് 560 523 2 3 8 2 8 3 657 45 0 0 0 
വ് 3893 219 448 10 356 2 893 67 8204 2902 0 357 4 
യ് 742 963 23 166 40 15 101 666 9228 1904 0 7 37 

Contd... 
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Diphone frequency distribution-Word Corpus 
  പ് ത് �് ട് ച് ക് ഫ് ഥ് ഠ് ഛ് ഖ് ബ് 
ഇ 1409 3476 43 883 618 6000 31 60 4 0 110 136 
ഉ 1887 2068 140 1047 425 6597 15 12 21 1 380 97 
ഈ 295 475 58 186 115 604 14 39 24 0 3 27 
ഊ 289 519 48 386 101 204 1 5 1 0 9 18 
എ 60 112 56 629 38 121 0 1 0 0 2 1 
ഒ 55 142 67 422 30 105 1 0 0 0 0 0 
ഏ 155 525 89 200 95 520 6 3 7 0 141 10 
ഓ 360 374 39 419 218 439 9 5 3 0 1 17 
അ 4502 6519 170 2903 1507 9471 118 532 91 7 153 602 
ആ 1110 2243 125 1324 479 1617 35 170 48 0 130 107 
ഉ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഐ 55 183 1 9 21 137 1 15 2 0 8 7 
ഔ 52 99 0 27 23 75 0 2 0 0 8 4 
പ് 3115 365 2 0 5 13 6 31 0 0 0 0 
ത് 196 3903 1 3 2 232 10 134 0 0 4 2 
�് 0 0 0 0 0 0 0 0 0 0 0 0 
ട് 2 0 0 2532 4 8 2 0 2 0 0 1 
ച് 0 0 0 0 1502 0 0 0 0 439 0 0 
ക് 36 1155 4 13 24 6830 0 19 0 1 4 2 
ഫ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഥ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഠ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഛ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഖ് 0 0 0 0 0 0 0 0 0 0 0 0 
ബ് 0 0 0 0 0 2 0 0 0 0 0 11 
ദ് 5 8 0 0 4 39 0 0 0 0 0 25 
ഡ് 0 2 0 0 0 2 0 0 0 0 0 1 
ജ് 0 1 0 0 0 0 0 0 0 0 0 0 
ഗ് 0 2 0 0 0 0 0 0 0 0 0 2 
ഭ് 0 97 0 0 0 0 0 2 0 0 0 0 
ധ് 0 35 0 0 0 1 0 0 0 0 0 0 
ഢ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഝ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഘ് 0 53 0 0 0 5 0 0 0 0 0 0 
മ് 1384 191 0 1 5 46 8 0 0 0 63 561 
ന് 87 2154 0 0 9 48 1 118 0 1 0 0 
¬ 24 6 0 944 5 31 1 0 142 0 0 0 
ഞ് 1 0 0 0 870 0 0 0 0 33 0 0 
ങ് 0 0 0 0 0 1161 0 0 0 0 34 0 
സ് 131 899 19 4 2 219 91 593 0 0 11 4 
ഷ് 254 0 0 1037 0 201 4 0 397 0 0 0 
ശ് 0 3 0 0 85 1 0 0 0 2 0 0 
ഹ് 0 47 0 0 3 1 0 0 0 0 0 0 
ര് 352 747 1 19 177 416 6 261 0 0 8 72 
À 2 0 0 0 0 0 0 0 0 0 0 0 
Â 365 31 2 1 28 210 2 0 0 0 0 14 
Ä 37 20 0 1 25 50 3 0 0 0 0 1 
ഴ് 16 19 0 0 64 39 0 0 0 0 0 0 
വ് 1 265 0 1 0 66 0 9 0 0 0 0 
യ് 47 29 0 0 1 266 0 0 0 0 0 0 

 
Contd... 
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Diphone frequency distribution-Word Corpus 
  ദ് ഡ് ജ് ഗ് ഭ് ധ് ഢ് ഝ് ഘ് മ് ന് ¬ ഞ് 
ഇ 647 60 344 362 332 331 0 1 100 1319 1692 596 208 
ഉ 1058 126 235 263 216 173 1 0 21 1436 963 876 164 
ഈ 36 117 110 21 95 50 14 0 14 136 419 117 8 
ഊ 38 47 82 12 5 4 107 0 1 160 136 101 22 
എ 2 8 3 2 0 0 0 0 1 175 177 218 48 
ഒ 1 3 3 0 1 0 0 0 0 66 139 86 16 
ഏ 399 28 79 36 9 104 2 0 41 118 293 157 8 
ഓ 340 44 167 385 88 267 11 0 24 331 274 178 7 
അ 2099 173 1429 1541 1704 1112 2 1 242 31436 18545 4415 872 
ആ 1113 100 475 736 278 611 50 0 108 2197 3190 1145 160 
ഉ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഐ 75 11 19 6 7 19 0 0 2 93 93 12 1 
ഔ 63 25 11 15 7 8 6 0 8 54 40 56 16 
പ് 1 0 0 0 0 0 0 0 0 1 11 1 0 
ത് 4 1 1 10 22 1 0 0 6 369 112 37 0 
�് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ട് 0 1 0 0 0 0 0 0 0 0 0 1 0 
ച് 0 0 0 0 0 0 0 0 0 0 0 0 1 
ക് 4 0 0 0 2 0 0 0 0 42 15 2 0 
ഫ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഥ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഠ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഛ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഖ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ബ് 74 0 35 0 4 86 1 0 0 4 1 0 0 
ദ് 71 0 0 95 82 541 23 0 28 29 3 0 0 
ഡ് 0 19 6 29 3 0 7 0 0 7 0 0 0 
ജ് 0 0 104 1 1 0 0 9 0 18 2 0 432 
ഗ് 19 0 5 15 10 78 0 0 1 27 357 5 0 
ഭ് 0 0 0 6 0 0 0 0 0 17 0 0 0 
ധ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഢ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഝ് 0 0 0 0 0 0 0 0 0 0 0 0 0 
ഘ് 0 0 0 0 0 0 0 0 0 0 0 17 0 
മ് 34 7 19 1252 383 2 0 0 31 430 27 9 0 
ന് 1295 7 4 3 2 715 0 0 0 423 1134 3 0 
¬ 0 1024 1 2 0 0 4 0 0 62 1 510 0 
ഞ് 0 0 360 0 0 0 0 4 0 0 0 0 241 
ങ് 0 0 0 0 0 0 0 0 51 21 3 0 0 
സ് 2 0 3 8 0 0 0 0 0 158 107 7 1 
ഷ് 0 0 0 0 0 0 0 0 0 149 0 311 0 
ശ് 1 0 0 2 0 1 0 0 0 148 23 3 0 
ഹ് 46 0 0 0 0 0 0 0 0 187 20 4 0 
ര് 252 7 233 261 210 265 1 12 102 892 67 582 0 
À 0 0 0 0 0 0 0 0 0 0 1 0 0 
Â 11 0 3 37 8 0 0 0 0 83 11 0 0 
Ä 0 0 0 2 1 0 0 0 0 19 4 0 0 
ഴ് 1 0 3 1 0 0 0 0 0 25 5 0 0 
വ് 46 0 4 0 0 0 2 0 0 0 16 0 0 
യ് 1 0 0 0 0 0 0 0 0 64 5 0 0 
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Diphone frequency distribution-Word Corpus 
  ങ് സ് ഷ് ശ് ഹ് ര് À Â Ä ഴ് വ് യ് 
ഇ 173 567 1116 745 282 2521 322 1653 479 278 1139 1481 
ഉ 194 297 862 177 144 2049 511 892 611 355 883 99 
ഈ 18 66 95 150 36 1047 51 274 44 170 446 538 
ഊ 22 32 180 32 89 1013 110 369 101 63 137 48 
എ 90 14 3 8 0 269 164 222 217 165 55 118 
ഒ 58 12 2 5 0 169 75 190 160 181 19 30 
ഏ 27 36 375 536 118 410 87 289 117 45 399 338 
ഓ 20 44 306 89 229 372 63 470 163 62 145 83 
അ 1227 3983 383 1779 1567 12327 782 5809 1715 503 5956 4115 
ആ 222 1490 276 903 827 5065 184 2179 846 238 2140 1678 
ഉ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഐ 8 18 49 66 10 173 4 110 1 0 137 55 
ഔ 4 18 43 35 33 161 4 60 12 0 40 2 
പ് 0 31 64 8 9 0 2303 0 91 0 1 101 
ത് 0 292 19 1 4 0 2449 0 1 0 274 758 
�് 0 0 0 0 0 0 0 0 0 0 0 0 
ട് 0 1 0 0 0 0 85 0 4 0 14 39 
ച് 0 0 0 0 0 0 2 0 0 0 1 90 
ക് 0 26 2602 35 0 0 916 0 119 1 64 121 
ഫ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഥ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഠ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഛ് 2 0 0 0 0 0 0 0 0 0 0 0 
ഖ് 0 0 0 0 0 0 0 0 0 0 0 0 
ബ് 0 0 0 1 35 0 196 0 8 0 1 9 
ദ് 0 0 70 31 0 0 1071 0 0 0 514 473 
ഡ് 0 0 0 0 0 0 19 0 0 0 14 34 
ജ് 0 0 0 0 1 0 52 0 1 0 79 222 
ഗ് 0 0 1 0 153 0 741 0 27 0 30 90 
ഭ് 0 0 3 3 0 0 0 0 0 0 0 0 
ധ് 0 0 17 0 0 0 0 0 0 0 0 0 
ഢ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഝ് 0 0 0 0 0 0 0 0 0 0 0 0 
ഘ് 0 0 5 0 0 0 0 0 0 0 0 0 
മ് 1 305 42 273 91 5 98 10 79 0 116 188 
ന് 0 29 4 5 2 0 34 1 0 0 134 445 
¬ 0 7 0 0 0 0 1 0 0 0 24 206 
ഞ് 0 0 0 0 0 0 0 0 0 0 0 0 
ങ് 774 0 6 0 0 0 0 0 0 0 0 1 
സ് 0 498 33 0 0 1 197 0 12 0 446 231 
ഷ് 0 0 2 0 0 0 0 0 0 0 32 212 
ശ് 7 0 0 102 0 0 497 0 85 0 435 159 
ഹ് 0 0 6 0 0 0 35 3 16 0 113 96 
ര് 2 12 366 210 118 0 0 37 3 0 678 625 
À 0 0 0 0 0 0 0 0 0 0 0 4 
Â 0 1 0 2 7 1 0 1032 0 0 85 216 
Ä 0 0 0 1 0 0 0 0 617 0 20 6 
ഴ് 0 5 0 2 0 0 0 0 1 0 23 0 
വ് 0 0 63 4 4 0 146 0 1 0 54 883 
യ് 0 0 0 0 1 0 57 0 0 0 17 226 
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