
  

 

 

OPTIMIZATION OF SnS BASED HETEROJUNCTION  
TO IMPROVE ITS PHOTOVOLTAIC PERFORMANCE 

 

 

 
Thesis submitted to the University of Calicut for the partial fulfillment of 

the requirements for the award of the degree of 

  

Doctor of Philosophy  
in Physics under the faculty of sciences 

 

By 

SMIYA JOHN 

Under the guidance of 

Dr. V. GEETHA  

& 

Co-guidance of 

Dr. REENA MARY A. P. 

 
 
 
 
 

 
Research and Post Graduate Department of Physics 

Government Victoria College, Palakkad  

Kerala  

 

June - 2023 



 

 

   

CERTIFICATE 

 This is to certify that the work presented in this thesis entitled 

“OPTIMIZATION OF SnS BASED HETEROJUNCTION TO IMPROVE ITS 

PHOTOVOLTAIC PERFORMANCE” is based on the authentic record of research 

carried out by Ms. Smiya John under my guidance in the Department of Physics, 

Government Victoria College, Palakkad. This work has not been included in any other 

thesis submitted previously for the award of any degree and has undergone 

plagiarism check using OURIGINAL (Urkund) Software at CHMK Library, University 

of Calicut. 

 

 

Government Victoria College, Palakkad                            Dr. V. Geetha 

20
th June 2023      Research Guide 

        Department of Physics  

        Government Victoria College

        Palakkad. 

 

 

 

 

 

 

 



 

 

CERTIFICATE 

 This is to certify that the work presented in this thesis entitled 

“OPTIMIZATION OF SnS BASED HETEROJUNCTION TO IMPROVE ITS 

PHOTOVOLTAIC PERFORMANCE” is based on the authentic record of research 

carried out by Ms. Smiya John under my co-guidance in the Department of Physics, 

Government Victoria College, Palakkad. This work has not been included in any other 

thesis submitted previously for the award of any degree. 

 

  

 

 

 

Government Victoria College, Palakkad   Dr. Reena Mary A. P. 

20
th June 2023      Associate Professor  

        Department of Physics 

        Government Victoria College 

        Palakkad. 
 

 

 

 



 

 

DECLARATION 

  I hereby declare that the work presented in this thesis entitled 

“OPTIMIZATION OF SnS BASED HETEROJUNCTION TO IMPROVE ITS 

PHOTOVOLTAIC PERFORMANCE” is based on the original research work done by 

me under the guidance of Dr. V. Geetha, Research guide, Department of Physics, 

Government Victoria College, Palakkad, Kerala and the co-guidance of Dr. Reena 

Mary A P, Associate Professor, Department of Physics, Government Victoria College, 

Palakkad,  Kerala has not been included in any other thesis submitted previously for 

the award of any degree or diploma of the university or other institute of higher 

learning, except where due acknowledgment has been made in the text.   

 

 

 

Government Victoria College, Palakkad                            Smiya John 

20
th June 2023      Research Scholar 

        Department of Physics  

        Government Victoria College

        Palakkad. 
 



 

 My Ph. D tenure was fascinating, challenging and extremely rewarding. I 

wish to thank all the people whose assistance were milestones in shaping the final 

form of my thesis.  

 To commence with, I pay my obeisance to GOD, the Almighty for paving me 

the right path, leading me to success and also for having bestowed upon me good 

health, courage, inspiration, zeal and the light.  

I express my sincere and deepest gratitude to my supervisor, Dr. V Geetha 

(Research guide, Department of Physics, Government Victoria College, Palakkad) 

for making critical suggestions and posing challenging questions. Her expertise, 

affectionate attitude, valuable guidance, understanding, patience, constant 

encouragement, and healthy criticism added considerably to my experience. 

Without her continual inspiration, it would have not been possible to complete 

this study. 

I owe special thanks to Dr. Reena Mary A. P. (Associate Professor, Govt. 

Victoria College, Palakkad) who was my co-guide, for the assistance provided 

throughout the tenure. I gratefully acknowledge Dr. Maya C Nair (Principal, 

Govt. Victoria College, Palakkad), and the former principals for their 

encouragement and support. I also thank Dr. Ambily Krishnan (Head of Physics 

Department, Govt. Victoria College) all the faculty members and the research 

group of Govt. Victoria College for providing necessary support in all the official 

matters and also for extending library facilities at the research centre. Special 

thanks to Dr. Pradeesh K, for the untiring help, timely support and selfless 

favours rendered during my Ph.D work. 

 Being a part time research scholar, the support from Mercy College, Palakkad 

needs a special mention. At the outset, I take this opportunity to express my deep 

sense of gratitude and respectful regards to Dr. Lakshmi M (Head of Physics 

Department, Mercy College, Palakkad) who gave me untiring help by extending 

liberal support, timely motivation and official work relaxations during the course 

of the entire study. I express my deep sense of gratitude and respectful regards to 



 

Ms. Mariyama John (Rtd: Associate Professor and Head of Physics Department, 

Mercy College, Palakkad) who gave me diligent support by extending substantial 

support, timely inspiration and official work moderations during the course of the 

entire study. 

 I am highly thankful to my colleague and mentor Dr. Sr. Jessy Mathew N 

for the motivation, moral support and prayers throughout my career. I sincerely 

admire the contributions of my lab mates and colleagues Dr. Anlin Lazar K, Dr. 

Melda Francis and Dr. Anu Kuruvilla (Assistant Professors, Department of 

Physics, Mercy College, Palakkad) through their valuable suggestions, 

motivation, understanding and the untiring help which made me capable of facing 

all the challenges throughout the journey.   

 I am grateful to Dr. Sr. Jorry T F (Principal, Mercy College, Palakkad) and 

the former principals Dr. Sr. Gisala George, Dr. Sr. Lilly P V and Dr. Sr. Alice 

Thomas of Mercy College, Palakkad for their prayerful inspirations and support. 

I extend my gratitude to Government Victoria College, Palakkad and all the 

administrative staff for providing research lab facility and infrastructure for my 

entire work.  

  I gratefully acknowledge the financial assistance of UGC, MHRD, India 

through a minor project. My sincere thanks to DST - FIST for the financial 

support provided for procuring RF Sputtering System. I also acknowledge SAIF-

STIC, CUSAT, IIT, Palakkad and St. Thomas College, Thrissur for the services 

rendered for various analysis techniques like XRD, SEM, EDS etc. 

 Last, but not least, I would like to dedicate this thesis to my family because 

their love, patience, and understanding gave me strength in the pursuit of my 

doctoral degree.  

 I owe my deepest gratitude towards my better half, Paul K Joseph for his 

eternal support and understanding of my goals and aspirations. His faithful 

motivation during each stage of my Ph. D is so appreciated. I thank my kids 

Maria Paul and Joseph John Paul for being patient during the busy final days of 

my research work without giving any trouble in my PhD journey. 



 

 I would like to thank my parents, P. K John and Teresa Joseph, from the 

bottom of my heart for all their love and encouragement. Their patience and 

sacrifice will remain my inspiration throughout my life. I am also grateful to my 

younger sister, Snigdha John, for her constant love, motivation, criticism and 

affection. I feel a deep sense of gratitude for my father-in-law (Joseph V L), 

mother-in-law (Mary K P) and all my siblings-in-law who has always been my 

strength. I am also very much grateful to all my family members and friends for 

their constant inspiration, prayers and encouragement. 

As always, it is impossible to mention everybody who had an impact in this whole 

process. Therefore, I extend my token of love and gratitude to all those who played 

their own roles in the completion of my work. 

 

20
th June 2023      Smiya John 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

Dedicated  to 

My   Loving  Family…… 

 

 

 

 

 

 

 

 

 



 i 

 

CONTENTS 

 

PREFACE ........................................................................................................................................ v 

LIST OF FIGURES ........................................................................................................................ ix 

LIST OF TABLES ........................................................................................................................ xiii 

LIST OF ABBREVIATIONS ........................................................................................................ xv 

LIST OF SYMBOLS ................................................................................................................... xvii 

LIST OF PUBLICATIONS .......................................................................................................... xix 

Chapter 1  

Introduction 1-16 

1.1 Thin films ................................................................................................................................... 1 

1.2 Solar cells ................................................................................................................................... 2 

1.2.1 Construction and working principle of a solar cell ....................................................... 4 

1.2.2 Generations of solar cells.............................................................................................. 5 

1.2.3 Parameters of a solar cell .............................................................................................. 6 

1.3 Tin chalcogenides ...................................................................................................................... 8 

1.4 Tin sulphides .............................................................................................................................. 8 

1.5 SnS thin films ............................................................................................................................. 9 

1.6 Photovoltaic property of SnS thin films ................................................................................... 10 

1.6.1 Review on SnS based solar cells ................................................................................ 11 

1.6.2 Light trapping approaches in solar cell ....................................................................... 12 

1.6.3 Photonic crystals ......................................................................................................... 13 

1.7 Significance of the study .......................................................................................................... 14 

Chapter 2  

Preparation and Characterization Techniques 17-42 

2.1 Introduction .............................................................................................................................. 17 

2.2 Thin film deposition techniques ............................................................................................... 17 

2.2.1 Chemical bath deposition method .............................................................................. 18 

2.2.2 Sputtering.................................................................................................................... 20 

2.2.2.1 Working of RF magnetron sputtering ........................................................... 23 



ii 

 

2.3 Thin films characterization techniques .................................................................................... 25 

2.3.1 X-Ray Diffraction (XRD) .......................................................................................... 25 

2.3.2 Raman spectroscopy .................................................................................................. 28 

2.3.3 Field emission scanning electron microscope (FESEM) ........................................... 31 

2.3.4 Energy Dispersive X-Ray spectroscopy (EDX) ......................................................... 34 

2.3.5 UV-Vis - NIR spectrophotometry .............................................................................. 36 

2.3.6 Source measuring unit ................................................................................................ 40 

Chapter 3  

Effect of pH on SnS and  CdS thin films 43-68 

3.1 Introduction ............................................................................................................................. 43 

3.2 Experimental details ................................................................................................................ 43 

3.2.1 Preparation of SnS thin films ..................................................................................... 43 

3.2.2 Preparation of CdS thin films ..................................................................................... 45 

3.2.3 Fabrication of SnS/CdS heterojunction ...................................................................... 46 

3.3 Results and discussion ............................................................................................................. 47 

3.3.1 Reaction mechanism .................................................................................................. 47 

3.3.2 Structural properties ................................................................................................... 48 

3.3.2.1 Williamson–Hall method .............................................................................. 49 

3.3.3 Raman Analysis ......................................................................................................... 56 

3.3.4 Optical properties ....................................................................................................... 60 

3.3.5 Morphological studies ................................................................................................ 62 

3.3.6 Compositional analysis .............................................................................................. 63 

3.3.7 I-V characterization.................................................................................................... 66 

3.4 Conclusion ............................................................................................................................... 68 

Chapter 4  

Effect of annealing on SnS thin films 69-82 

4.1 Introduction ............................................................................................................................. 69 

4.2 Materials and methods ............................................................................................................. 69 

4.3 Results and Discussion ............................................................................................................ 70 

4.3.1 Structural properties ................................................................................................... 70 

4.3.1.1 Williamson–Hall method .............................................................................. 72 

4.3.2 Raman analysis .......................................................................................................... 74 

4.3.3 Optical properties ....................................................................................................... 76 

4.3.4 Morphological studies ................................................................................................ 77 

4.3.5 Compositional analysis .............................................................................................. 78 



 iii 

 

4.3.6 I-V characterization .................................................................................................... 79 

4.4 Conclusion ............................................................................................................................... 80 

Chapter 5  

Simulation of 1D Photonic Crystals 83-100 

5.1 Introduction .............................................................................................................................. 83 

5.2 Theory of photonic crystals ...................................................................................................... 84 

5.2.1 Master equation from Maxwell’s equation. ................................................................ 84 

5.2.2 Electromagnetic variational principle ......................................................................... 86 

5.2.3 Bloch’s theorem .......................................................................................................... 87 

5.2.4 Origin of photonic bandgap ........................................................................................ 88 

5.3 Simulation method ................................................................................................................... 91 

5.3.1 Classification of computational electromagnetism ..................................................... 91 

5.3.2 Finite-difference time-domain methods ..................................................................... 92 

5.3.3 MEEP software ........................................................................................................... 92 

5.3.4 Algorithm.................................................................................................................... 94 

5.4 Results and discussions ............................................................................................................ 95 

5.4.1 Transmission spectra using meep ............................................................................... 95 

5.5 Conclusion ............................................................................................................................... 99 

Chapter 6  

Fabrication of ZnO/SiO2 1D Photonic crystals 101-110 

6.1 Introduction ............................................................................................................................ 101 

6.2 ZnO/ SiO2 multilayers for light trapping in photovoltaic cell ................................................ 101 

6.3 Methods and materials ........................................................................................................... 102 

6.3.1 Quarter wave stack ................................................................................................... 102 

6.3.2 Simulation of ZnO/SiO2 1D photonic crystals ......................................................... 102 

6.3.3 Fabrication of ZnO/ SiO2 multilayers by sputtering. ................................................ 102 

6.3.4 Fabrication of SnS/CdS solar cell with 1D photonic crystals ................................... 103 

6.4 Results and discussions .......................................................................................................... 103 

6.4.1 Transmission spectra of simulated ZnO/SiO2 photonic crystals ............................... 103 

6.4.2 Optical properties using UV visible spectroscopy .................................................... 104 

6.4.3 FESEM analysis ....................................................................................................... 108 

6.5 I-V characterization ................................................................................................................ 108 

6.6 Conclusion ............................................................................................................................. 110 

Chapter 7  



iv 

 

Overall Summary and Recommendations 111-116 

7.1 Overall summary ................................................................................................................... 111 

7.2 Recommendations ................................................................................................................. 114 

References 117-133 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 



 v 

 

PREFACE 

Recent developments in energy generation highlights the role of thin film solar cells as 

effective technology to provide clean, renewable and cost-effective energy. Thin film solar 

cells made from earth-abundant, non-toxic materials with adequate physical properties such 

as band-gap energy, large absorption coefficient and p-type conductivity are needed in order 

to replace the current technology based on scarce, expensive and toxic elements. Here we 

have chosen tin sulphide as it has high theoretical photoelectron conversion efficiency 

(>20%), less toxicity, good chemical stability and its constituent elements are abundant in 

earth’s crust. However, SnS-based solar cells' claimed power conversion efficiency (η) 

remained below 4%. Making high-quality SnS thin films and choosing the right n-type 

semiconductor are two possible obstacles for enhancing the efficiency of SnS based solar 

cells. This was tried in this work.  

The creation of photon management techniques to maximize light absorption for 

applications like solar cells, photo electrochemistry, and sensing has received a lot of 

attention in recent years. Photonic crystals, which are considered the optical analogue of 

crystals, are capable of controlling the flow of light. In this work, 1D photonic crystals were 

simulated using MEEP software, which is free and open software. The effect of dielectric 

contrast and the number of layers on the photonic band gap was investigated. ZnO/SiO2 1D 

photonic crystals were fabricated by sputtering. The experimental results matched the 

simulations. It is always better to have simulation as a pre-laboratory, as it saves time and 

money.  

Organization of the thesis 

This thesis reports on possibility of modification of the properties and photovoltaic 

performance of chemically prepared SnS thin film by changing the pH of the bath solution 

and annealing temperature. A further enhancement of efficiency was obtained using the 

SiO2/ZnO 1D Photonic crystals for light trapping. Simulation work was done as the pre 

laboratory. 
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A basic introduction to thin films and tin chalcogenides is provided in Chapter 1. Tin 

sulphides are a group of IV-VI semiconductors that come in SnS, SnS2, and Sn2S3 as their 

three major forms. The tin sulphides SnS, SnS2, and Sn2S3 have bulk band gaps of 1.4 eV, 

2.3 eV, and 1.1 eV, respectively. All tin sulphide forms are semiconducting, but as 

previously stated, SnS has garnered the most attention due to its direct electronic band gap 

of 1.4 eV, which is comparable to the current industry standard conventional semiconductors 

gallium arsenide and silicon. The conversion efficiency of a solar cell is determined by 

various parameters and they are discussed. Various light trapping techniques were discussed. 

Chapter 2 provides an overview of the primary thin film deposition and characterization 

methods employed in this research. Here Chemical bath deposition method and magnetron 

sputtering methods were utilized for the thin film production. RF magnetron sputtering is 

used here to deposit 1D photonic crystals. By characterizing the films using a range of 

investigative approaches, the growth mechanism and characteristics of the films can be 

explored in great detail. This section includes concise description of the techniques that have 

used to characterize the thin films. X-ray diffraction, Raman spectroscopy, a field emission 

scanning electron microscope (FESEM), Energy dispersive X ray spectroscopy, UV- visible 

spectroscopy and Keithley source meter to conduct structural, morphological, 

compositional, optical and I-V studies. 

SnS and CdS thin films were synthesized chemically for different pH values of bath 

solutions. The optimal pH values for SnS film formation were 9.8, 9.9, and 10, while the pH 

values for CdS were 11.3, 11.4, and 11.5. Film formation did not take place outside this pH 

range at ambient conditions. The structural, morphological, optical, and chemical 

characterization revealed changes in the thin film properties with the pH variation. Structural 

analysis showed an increase in crystallite size for SnS and CdS as the pH of the solution 

increased. The optical band gap was found to decrease as the pH of the solution increased 

for both materials. Morphological studies showed that the film became more continuous and 

uniform as the pH of the bath solution increased. The atomic weight of metal increased as 

the pH increased, according to the EDS spectra of both films. Photovoltaic cells were 

fabricated with an ITO/CdS/SnS/Ag configuration, where the SnS thin film deposited at pH 

10 and the CdS film deposited at pH 11.3 showed better performance. It was observed that 

the pH of the bath solution has an effect on the efficiency of the photovoltaic cell. Even 
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though, the cell performance of the fabricated heterojunction was poor, the successful 

formation of the p-n junction was confirmed. However, SnS thin films are potential 

candidates for solar cells, and trials can be made to improve the solar cell's performance by 

optimizing the cell configuration. 

In Chapter 4 the effect of annealing on the properties of SnS thin films were investigated. 

The chemically created SnS thin films were subjected to various annealing temperatures. 

The ideal annealing temperature for SnS was determined to be 200°C. No peaks were visible 

in the films annealed at 250°C XRD or Raman spectra. The structural, morphological, 

optical, and chemical characterization demonstrated that variations in the annealing 

temperature led to modifications in the thin film properties. The films crystallite size grew 

as the annealing temperature rose, according to structural analyses. It was discovered that 

when the annealing solution's temperature rose, the optical band gap shrank. With annealing, 

morphological tests revealed that the film became denser and the needle-shaped morphology 

changed to a plate-shaped one, increasing the grain size. The atomic weight percentage of 

sulphur dropped as the annealing temperature rose, according to EDS spectra. 

ITO/SnS/CdS/Ag configuration were employed in the construction of photovoltaic cells, and 

a thin SnS film that had been annealed at 200°C served as the absorber layer. The efficiency 

of the solar cell was found to be impacted by the annealing of the film. An increase in 

efficiency was seen by annealing the SnS thin film. This technique is an inexpensive way to 

produce SnS thin films for the absorber layer of solar cells. 

Modern advanced electronic, optoelectronic, and photonic devices are in demand for 

multilayer thin film structures, which are also considered as 1D photonic crystals (PC). It is 

preferable to optimize the PC's design on the computer before building it. They are favorable 

for computation because the length scales are not too small, and the Maxwell equations that 

govern the propagation of electromagnetic radiation through the PC are practically exact. 

The programs called MIT electromagnetic equation propagation (MEEP) were used for 

computing transmission spectra. This simulation is detailed in Chapter 5. Meep implements 

the finite-difference time-domain (FDTD) method. The 1D photonic crystals with different 

layers were simulated, and the transmission spectra were plotted using MEEP software. The 

effect of the dielectric contrast on the width and position of the photonic bandgap was 

investigated using the simulated transmission spectra. Transmission spectra with different 
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numbers of layers were plotted, and it was found that eleven layers are enough for creating 

a stop band. 

Reactive sputtering has been thought of as a useful technique to deposit high-quality 

dielectric films of ZnO and SiO2 and this is discussed in chapter 6.  Despite its low deposition 

rate, the sputtering process is simple to control, and the deposited layers exhibit good 

adhesion and coating uniformity. The ZnO and SiO2 films with acceptable optical and 

structural properties were coated using the RF magnetron sputtering technique. After the 

simulation work, ZnO/ SiO2 PC with 11 layers was fabricated, and the transmission spectra 

was investigated. The results were comparable with the simulations.  

Chapter 7 briefs the summary of the work done so far and details about the work expected 

to be performed in future. Further improvement of the efficiency is required to make the 

fabricated cell to put into the industry. The efficiency can be improved by decreasing the 

resistance of the layers. For that doping the layers with metals especially silver can be tried. 

Also, different possible applications of SnS thin films can be exploited such as photosensors.  

Over the past decade, a tremendous development has taken place within the area of optical 

components having a full or partly periodic structure incorporated. A small amount of 

disorder will not destroy the PBG but will allow localized modes to exist within the gap, 

which can be utilised for wave guiding. Such PC can be utilized as anti-reflective coatings 

that guide the solar radiation into the junction without any loss. This disorder can be 

incorporated either by changing the thickness or dielectric contrast of a single layer.  Two-

dimensional photonic crystals called photonic-crystal fibers are used for fiber-optic 

communication, among other applications. Three-dimensional crystals may one day be used 

in optical computers, and could lead to more efficient photovoltaic cells. This new class of 

optical waveguides is characterized by a carefully engineered cross-section of glass (or 

polymer) riddled with a pattern of miniature holes. The future work and recommendations 

provide work plan to support and sustain the research work with a sole aim to develop 

innovative and potentially efficient SnS based devices along with the fabrication of photonic 

crystals for light harvesting and optical communication application.  
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Chapter 1  

Introduction 

1.1 Thin films 

The physical and chemical sciences are home to the relatively new and rapidly expanding 

discipline of thin-film technology. Its application is broadened when integrated with material 

science. The use of thin films in electrical, optoelectronic, and other devices will be 

considerably aided in the future by the ability to regulate the properties of the thin films. 

Thin films and coatings, which are essential to the development of contemporary science 

and technology, will continue to be heavily utilised in the next generation of computing and 

information technology, new energy devices, biology and life science, medical 

advancements, aerospace engineering and aeronautics, geology and ocean engineering, 

military science, as well as other fields. [1]–[4]. Figure 1.1 represents the different 

applications of thin films. 

Condensation from atom to atom or molecule to molecule is the procedure utilised to 

produce the thin film on a substrate. They typically have a few microns or less in thickness. 

There are many benefits when comparing thin films to bulk materials. The microstructure of 

thin films and bulk materials can vary greatly in terms of grain size and other characteristics. 

[5]–[7]. 

 The demands of a country's industrial sectors ultimately determine how effectively this field 

is applied, but it also intrinsically relies on the development of surface and interface research 

and the precision of the related mass manufacturing technologies. Thin films are fragile 

while being relatively rigid and having good thermal stability. Undoubtedly, the creation of 

high-performance devices for industrial usage requires the development of low-cost, large-

scale thin-film fabrication processes. [8], [9]. 

 Theoretical developments, compelling innovative notions in basic physics and chemistry, 

particularly condensed matter physics and interface chemistry, and the development of 
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characterization tools, in addition to improvements in fabrication and synthesis procedures, 

are the sources of each innovation in this sector.  [1], [10]. 

 

 

1.2 Solar cells 

The most powerful energy source that the world receives is sunlight, which is produced by 

the sun. The total solar energy incidence on earth is significantly more than the world's 

current and future energy needs. [11], [12]. Because it would be expensive to expand the 

conventional electric power utility grid there, it is not always possible to install electric 

lighting, common household appliances, television receivers, and other communications 

equipment in remote locations. Installing necessary—yet perhaps little-noticed—electronic 

Figure 1.1 Applications of thin films 
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equipment like remote automatic weather stations, microwave telephone repeaters on 

mountain tops, and earth-bound navigational aids for ships and commercial aircraft is also 

difficult due to the difficulty in supplying electric power. But in recent years, photovoltaic 

(i.e., crystalline silicon solar cell) construction has become a viable option for meeting some 

difficult electrical power requirements in both undeveloped and industrialized countries. 

[13]. 

 The installed capacity for non-fossil fuel electricity, which includes significant hydro, 

nuclear, and renewable energy sources, is estimated by the Central Electricity Authority of 

India to be 37%, as shown in figure 1.3. India's Ministry of New and Renewable Energy has 

categorised renewable energy sources into four primary categories: wind, solar, small hydro, 

and bioenergy. 9% of them are solar energy. [14]–[16]. 

Photovoltaic cell installations are increasing as a result of the increased demand for 

sustainable energy generation, but wider acceptability will probably depend on resolving the 

following problems: The main issues with the various solar cells are efficiency and cost. The 

crystallization process is highly costly in the case of a monocrystalline cell. Polycrystalline 

silicon cells go through comparable crystallization processes; however, these cells have 

structural issues. To maximize the solar cells' ability to convert sunlight into usable energy, 

researchers are putting a lot of effort into developing a silicon alternative. Due to this, the 

field of study into photovoltaic cells is intriguing and expanding. [17].  

Figure 1.2 Cumulative power capacity of India (Data from Mercon solar tracker as on 30 

June 2022) 
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1.2.1 Construction and working principle of a solar cell 

A solar cell, also known as a photovoltaic cell or PV cell, is a type of electrical device that 

converts light energy into electrical energy by using the photovoltaic effect. A solar cell is 

essentially a p-n junction diode. When exposed to light, a photoelectric cell changes its 

electrical characteristics, such as current, voltage, or resistance. This category includes solar 

cells. 

Figure 1.3 shows the schematic diagram of a solar cell. A junction diode is essentially what 

a solar cell is, although having a somewhat different design from typical p-n junction diodes. 

A very thin layer of n-type semiconductor is created on top of a slightly thicker layer of p-

type semiconductor. The top of the n-type semiconductor layer is then populated with a few 

tiny electrodes. Light does not get blocked by these electrodes from reaching the n-type 

layer. Just below the n-type layer is where the p-n junction is located. At the base of the p-

type layer, a current-collecting electrode is further provided.  

The connection receives enough energy from the photons from the light source to create 

several electron-hole pairs. Free electrons in the depletion zone have a high mobility to the 

n-type side of the junction. The p-type side of the junction may be easily accessed by the 

holes, just as the depletion. Once they reach the n-type side of the junction, newly created 

free electrons cannot continue to cross it due to its barrier potential. Similar to this, the newly 

Figure 1.3 Schematic diagram of solar cell. 
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produced holes are subject to the same barrier potential as the junction when they approach 

the p-type side of the junction. As one side of the junction, the n-type side, experiences 

higher electron concentrations and the other side, the p-type side, experiences higher hole 

concentrations, the p-n junction will behave like a small battery cell. If we connect a modest 

load to the junction, a current will flow across it once a voltage has been established.   [11], 

[18], [19].  

1.2.2 Generations of solar cells 

 Due to the development of several novel non-conventional manufacturing processes for 

producing functional solar cells, photovoltaic technologies can be divided into three main 

generations, as shown in Figure 1.4. 

Solar cells made of silicon, which can be categorized into single-crystal and polycrystalline 

varieties, dominate the market. Due to the extended payback period and the high energy 

requirements associated with silicon purification, the cost may be prohibitive. About 24.2% 

of monocrystalline crystals have efficiency, while 19% of polycrystalline crystals do. 

Second-generation solar cells are also known as thin-film solar cells. The main types that 

belong under this group (CIGS) include amorphous silicon and two types of solar cells made 

Figure 1.4 Generations of solar cells 
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of non-silicon materials, cadmium telluride (CdTe) and copper indium gallium diselenide. 

In addition to silicon, a variety of new materials are being employed to make this next 

generation of solar cells, including nanotubes, silicon wires, organic dyes, conductive 

polymers, and solar inks produced using traditional printing press technology. Of course, the 

goal is to improve the solar cells that are now on the market by increasing their efficiency 

over a wider range of solar energy, decreasing their cost so that more people can use them, 

and creating new inventive uses. [16], [20]–[23]. 

1.2.3 Parameters of a solar cell 

A solar cell's conversion efficiency is influenced by a number of factors. Knowing the I V 

properties of a solar cell, which are depicted in figure 1.5, is necessary to comprehend these 

parameters. The working temperature of the cell is equal to 25 oC, and the corresponding 

solar radiation is 1000 W/m2, according to the specifications provided by manufacturers 

under the STC (Standard Test Condition) [24]. The characteristics of the solar cell are as 

follows: 

Short Circuit Current (Isc): 

The short circuit current, which is measured in amperes (A) or milliamperes (mA), is the 

greatest current a solar cell can produce. Figure 1.6 demonstrates that there is no voltage 

while the cell is providing the highest current. Short circuit values vary depending on the 

cell's area, the amount of solar energy it receives, its technology, and other things. The 

current density may occasionally be used in place of the current. JSC stands for short-circuit 

current density, while J stands for current density. The short-circuit current density is derived 

by dividing the short circuit current by the surface area of the solar cells. [24]–[26]. 

Open Circuit Voltage (Voc) 

The maximum voltage a cell may produce in an open circuit is known as the open circuit 

voltage. It is stated as a millivolt (mV) or volt (V). Figure 1.6 demonstrates that the current 

is equal to zero when the cell is producing its maximum voltage. The value of VOC is 

influenced by both the technology and operating temperature of the cell. [24], [26], [27]. 

Maximum power point (Pmax) 
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The power that a solar cell can produce at the STC is represented by the maximum power 

point. The cell can operate at a range of voltages and current to voltage ratios. It can only 

produce its maximum power at a particular voltage to current ratio, though. According to 

figure 1.6, the maximum power point is located at the I-V curve's knee and is equal to the 

product of Imp and Vmp. [27]. 

Fill factor (FF) 

 The area enclosed by the Imp-Vmp rectangle and the Isc-Voc rectangle are shown in figure 

1.5 as dotted lines. The fill factor is a measure of the squareness of the I-V curve. It is the 

ratio of the maximum power that a solar cell can really supply to the maximum power under 

ideal conditions. The better the cell, the higher the percentage fill factor, which is given as a 

percentage (%). The following equation can be used to calculate the fill factor. [27]: 

𝐹𝐹(%) =
𝑃𝑚𝑎𝑥 

𝐼𝑠𝑐 x 𝑉𝑜𝑐
× 100      (1.1)

 

Efficiency () 

Figure 1.5 I-V characteristics of a solar cell [25]. 
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The ratio of the maximum output power (Pmax) to the input power (Pin) represents the solar 

cell's efficiency. Its percentage (%) representation denotes the percentage of solar energy 

that is converted into electricity. [27].  

𝜂(%) =  
𝑃𝑚𝑎𝑥

𝑃𝑖𝑛
× 100 =

𝐼𝑠𝑐 x 𝑉𝑜𝑐

𝑃𝑖𝑛
x 𝐹𝐹 × 100     (1.2) 

The cost and sustainability of PV energy production are directly impacted by the solar energy 

conversion efficiency (η). A PV power plant needs less material and space the more valuable 

it is. A lot of attention has been paid to and will continue to be paid to the study of appropriate 

materials and material combinations for high values as well as the development of 

technologies enabling the realization of maximum in mass production with little resources.  

1.3 Tin chalcogenides 

Due to their semiconducting qualities, tin chalcogenides of the form SnE, where E = S, Se, 

or Te, have recently received a lot of interest. These materials have the potential to be used 

in optoelectronic and photovoltaic applications since they typically exhibit strong 

electromagnetic absorption and small band gaps. Tin is less poisonous than many other 

elements used in semiconductor materials and is, in fact, a fairly common metal on Earth. 

The controlled deposition of tin chalcogenide thin films and the production of tin 

chalcogenide nanocrystals with tunable band gaps have attracted a lot of attention. Tin 

chalcogenide thin films may be used in photovoltaic devices, and the photovoltaic, photonic, 

and optoelectronic potential of these materials' nanocrystals make them appealing [28]–[30]. 

1.4 Tin sulphides 

Tin sulphides are a group of IV-VI semiconductors that come in SnS, SnS2, and Sn2S3 as 

their three major forms. Tin has a range of bonding inclinations, most frequently tetrahedral, 

trigonal bipyramidal, and octahedral, and can adopt coordination numbers between 2 and 9. 

Herzenbergite, a distorted NaCl structure with firmly bound double layers of Sn and S atoms, 

is where SnS crystallizes. Van der Waals forces serve as a tenuous bond between the layers. 

Each Sn2+ ion is linked to six sulphur atoms in an octahedral geometry with three short and 

three long links. The PbI2 layered structure, in which the Sn4+ centers are coupled to six 

sulphur atoms, is where tin disulfide (SnS2) is most frequently found. A detailed 
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coordination chemistry of tin sulphides has been constructed and explored by Ozin et al. [31] 

Over seventy distinct forms with hexagonal close package layers but differing c parameters 

in the unit cell result from the polytypes seen in SnS2. Sn2S3 is a mixed valence compound 

with a structure resembling a ribbon. Sulfur is coordinated with the Sn2+ ion through two Sn-

S distances of approximately 2.6 and 2.7 in a trigonal bipyramidal shape. Attention has been 

drawn to tin sulphides as affordable, sustainable materials for photovoltaic solar energy 

absorbers. The tin sulphides SnS, SnS2, and Sn2S3 have bulk band gaps of 1.3 eV, 2.3 eV, 

and 1.1 eV, respectively. All tin sulphide forms are semiconducting, but as previously stated, 

SnS has garnered the most attention due to its direct electronic band gap of 1.3 eV, which is 

comparable to the current industry standard conventional semiconductors, gallium arsenide 

and silicon [28], [32], [33].  

1.5 SnS thin films 

Orthorhombic tin monosulfide (SnS), which is abundant on Earth and has ideal electronic 

properties such as an ideal bandgap (~1.3 eV), a high optical absorption coefficient of 104 

cm-1 which means an absorption length of 4μm , and intrinsic p-type conductivity, has 

attracted a lot of interest [34]–[36]. Due to its amphoteric nature, this molecule is chemically 

stable in both acidic and alkaline conditions [37]. Additionally, SnS compound has a surface 

that is inert and has minimal surface states. By doing so, the carrier recombination losses 

caused by flaws at p-n junctions and grain boundaries might be reduced. The orthorhombic 

structure of SnS is displayed in Figure 1.6. The p-type electrical conductivity arises due to 

the dominance of Sn-vacancies over S-vacancies [38]. Even in the presence of oxygen and 

moisture in the atmosphere, SnS is stable. Furthermore, SnS is non-toxic [3], [39]. Most 

often, the orthorhombic crystalline form of tin monosulfide (SnS) forms, cubic structures 

also exist [40].  

Vacuum evaporation [41]–[43], sputtering [44]–[46], CVD [47], [48], electrodeposition [3], 

[49], pulsed-laser deposition [50], spray pyrolysis [51]–[53], SILAR [54], [55], and chemical 

bath deposition (CBD) [40], [56], [57] are some of the techniques used for the preparation 

of SnS thin films. 
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1.6 Photovoltaic property of SnS thin films 

The consumption of energy has risen gradually along with civilization. The need for clean, 

renewable energy has grown as a result of the energy crisis associated to global warming 

caused by depleting fossil fuel supplies and rising carbon dioxide emissions. [12]. One of 

the numerous ways that solar energy may be used to produce renewable energy is through 

the usage of photovoltaic systems, which has been growing tremendously quickly over the 

past few decades. As a renewable energy source that is both environmentally beneficial and 

commercially viable, solar cells have a lot of potential. [1]. Silicon-based solar cell 

technology dominates the solar cell industry [58]. Despite these ongoing advances, a 

crystalline silicon-based solar cell's best yield to date is just about 25%. 

 As a potential absorber material for solar cells, orthorhombic tin monosulfide (SnS), which 

is abundant on Earth and has ideal electronic properties such as an ideal bandgap (~1.3 eV), 

a high optical absorption coefficient of 104 cm-1, and intrinsic p-type conductivity, has 

attracted a lot of interest [2-4]. Charge transmission between SnS thin layers is supposedly 

Figure 1.6 Orthorhombic SnS crystal structure [24] 
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resistant to flaws and impurities, unlike in silicon, which needs high purity and crystal 

perfection to generate efficient but expensive solar cells. Even in the presence of oxygen and 

moisture in the atmosphere, SnS is stable. These characteristics make it the ideal absorber 

material for thin-film solar cells. It is anticipated that its energy conversion efficiency will 

be close to 32% [35], [61], on par with that of crystalline silicon. However, the maximum 

reported power conversion efficiency (η) of SnS-based solar cells is 4.8% [13], [34]. 

Numerous studies have been done to improve the efficiency of SnS based solar cells so that 

they can replace the costly and scarce materials used in current solar cells.    

1.6.1 Review on SnS based solar cells 

Low efficiency values have been reported despite recent efforts to improve SnS-based solar 

cells, with the best value of 4.36% obtained in 2021. Naguchi et al. [62] reported in 1994 a 

photovoltaic structure made of SnO2: F/CdS/SnS (ZB)/SnS (OR) with an evaporated Ag-

electrode with VOC = 120 mV, JSC = 7 mA/cm2, FF = 0.35, and η = 0.29% under 1 kW/m2 

(1 Sun) of light. Bashkirov et al. [46] described the preparation process and the Mo/p-SnS/n-

CdS/ZnO heterojunctions' chemical, structural, and physical characterization findings in 

2012 with VOC = 132 mV, JSC = 3.6 mA/cm2, FF = 0.29, and η = 0.5 %. Orthorhombic SnS 

(OR) and Zinc-Blende SnS (ZB) are two different crystalline forms of SnS that were 

chemically deposited by Avellaneda et al. [36] in 2013. These films had bandgap energies 

of 1.2 and 1.7 eV as well as p-type conductivity. In this paper, the following values were 

measured for SnO2: F/CdS/SnS (ZB)/SnS (OR) photovoltaic: VOC is 370 mV, JSC is 1.23 

mA/cm2, FF is 0.44, and efficiency is 0.2%.  

With a device configuration of glass/Mo/SnS/SnO2/Zn (O, S): N/ZnO/ITO, Sinsermsuksakul 

et al. [39] reported the highest certified efficiency of 4.36% for atomic-layer-deposited 

(ALD) SnS-based TFSCs employing Zn (O, S): N n-type buffer layer in 2014. The highest 

efficiency of 4.225% for SnS/CdS heterojunction TFSCs, was reported by Jae Yu Cho et al., 

together with a Voc of 0.346 V, a Jsc of 20.76 mA cm-2, and a FF of 0.588. By enhancing 

the heterointerface quality of the VTD-grown SnS absorber and CBD-grown CdS buffer 

layer, the device’s performance was increased.  
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Getting cell efficiency above 4% for SnS-based TFSCs has remained a significant challenge 

in spite of these intriguing achievements. Generally speaking, removing the following 

performance barriers is seen as crucial for SnS- based solar cells. They are the defects in the 

film and, the formation of the secondary phases, and the band alignment. A further 

improvement in efficiency can be made by using back reflectors and anti-reflective coatings. 

One of the biggest problems for SnS technology could be locating a single suitable buffer 

material. Some works have concentrated on identifying a better buffer candidate to solve 

that issue. If the two component materials have a considerable lattice mismatch, the 

SnS/buffer junction's ability to lower open circuit voltage could be characterised by a high 

interfacial defect density. Poor film quality, i.e., polycrystalline films with several secondary 

phases, may also be to fault for the poor performance. The range of 1.83-1.92 found for SnS 

device diode quality factors indicates significant recombination in the space charge region 

(SCR). These losses are mostly caused by bulk states and/or interface defects, which are 

strongly influenced by the deposition process. Therefore, to increase solar cell output, 

crystalline quality must be improved. [13].  

1.6.2 Light trapping approaches in solar cell 

Adding a surface grating or another scattering layer next to the uniform absorption layer is 

one of the typical ways to capture light. Although the increased light-trapping in thin film 

solar cell systems is frequently achieved by light scattering phenomena using a textured 

metal back reflector (for example, silver (Ag) coated with zinc oxide (ZnO)) within the 

Figure 1.7 Classification of photonic crystals [45] 
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absorption layer, it exhibits intrinsic losses that come from the surface plasmon modes 

produced at the interface of granular metal-dielectric in the back reflector. Such intrinsic 

losses (those reported for Ag back-reflectors are 3%-8% with each reflection at 650 nm) 

accumulate quickly and result in even higher losses at longer wavelength regions where the 

photons' absorption lifetimes in the absorber layer lengthen and need several optical passes 

[63].  

Numerous promising light management/trapping structures and ideas, such as photonic 

crystals (PCs) [64], plasmonic nanostructures [65], honeycomb pattern substrates [63], low 

pressure chemical vapor deposited-ZnO [66], chemically etched ZnO [67], modulated 

surface textures [68], and textured glass [69], have been thoroughly studied in recent years 

for enhancing and optimizing photon absorption. The periodic structure and the capacity to 

control photon transmission of photonic crystals PCs, also known as photonic bandgap 

structure, an artificial material with periodic dielectric constants in one, two, or three 

dimensions as shown in figure 1.7, make it one of the most intriguing of these [63], [69]. 

Photonic crystals deliver a special form of light-trapping that is suitable for absorbing 

sunlight's whole spectrum. The improvement of average photon absorption and solar cell 

efficiencies depends on the greater capture of longer wavelength photons [63], [70]. 

1.6.3 Photonic crystals 

PCs, are a class of substance that can change how light travels through space. They are the 

optical equivalent of crystals, in which variable dielectric constants have taken the place of 

the atoms or molecules. As depicted in figure 1.7, photonic structures first appeared in nature 

many hundreds of millions of years ago in opals, butterfly wings, etc. The periodic potential 

brought on by crystal periodicity is replaced by periodic dielectric function. Because of this, 

light that travels through PCs behaves exactly like crystalline solid electrons [71], [72].  

Light cannot move in a certain direction because of a band gap caused by periodic dielectric 

potential. Depending on whether the periodicity of the dielectric material is along one, two, 

or three axes, photonic crystals can be categorized as one-dimensional (1D), two-imensional 
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(2D), and three-dimensional (3D). Only when the dielectric periodicity is along three 

directions is the full photonic band gap produced [73]. 

 

Methods of fabrication include Electron Beam Lithography [74], Nanoimprint Lithography 

[75], molecular beam epitaxy [76], Chemical vapor deposition (CVD) technology [77] and 

holographic exposure of ultraviolet (UV) beams to photosensitive materials [78], [79].  

Computer simulations work better as the pre-laboratory for PCs. It will simplify and improve 

the comfort of designing. The theoretical prediction can be put into practice in labs because 

all of the material properties are well understood and the length scale is not too small. 

Increasing of the efficiency of the SnS solar cells is related to the increase of the absorption 

of the incident light in the absorber layer via light-trapping concepts. A promising approach 

to increase the absorption of the thin film Si solar cells is formation of back reflector. In this 

work ZnO/SiO2 multilayer 1-D photonic crystals as back reflectors for enhancing the 

absorption in the absorber layer.  

1.7 Significance of the study 

The relevance of thin film solar cells as an efficient technology to deliver clean, renewable, 

and affordable energy is highlighted by recent breakthroughs in energy generation. In order 

to replace the current technology based on scarce, expensive, and poisonous components, 

thin film solar cells produced from earth-abundant, non-toxic materials with sufficient 

physical features, such as band-gap energy, large absorption coefficient, and p-type 

Figure 1.8 Photonic crystals in nature [52] 
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conductivity, are required. Since tin sulphide has a high theoretical photoelectron conversion 

efficiency (>20%), is less poisonous, has strong chemical stability, and has constituent 

elements that are plentiful in the earth's crust, it has been selected for this application. The 

reported power conversion efficiency (η) of SnS-based solar cells, however, remained under 

4%. The ability to produce high-quality SnS thin films and selecting the appropriate n-type 

semiconductor are two potential barriers to improving the efficiency of SnS-based solar 

cells. The work here attempted to do this. 

In recent years, there has been a lot of interest in developing photon management strategies 

to maximize light absorption for applications including solar cells, photo electrochemistry, 

and sensing. The movement of light can be controlled via photonic crystals, which are 

thought of as the optical equivalent of crystals. In this study, the free and open programme 

MEEP was used to simulate 1D PC. Investigated were the effects of layer count and 

dielectric contrast on the photonic band gap. Sputtering was used to create 1D PC made of 

ZnO/SiO2. The simulated results and the experimental findings agreed. Because it saves time 

and money, simulation is always preferable to pre-laboratories. 
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Chapter 2  

Preparation and Characterization Techniques 

2.1 Introduction 

Since all microelectronic solid-state devices are built on material structures made by thin-

film deposition, deposition technology can be considered to be a vital component in the 

development of devices. Electronic engineers have consistently required more sophisticated 

and high-quality films for solid-state devices, necessitating a quick advancement in 

deposition technology. The criteria for better and more affordable deposition systems, as 

well as for in-situ process monitors and controls for measuring film parameters, have been 

successfully satisfied by equipment makers. The better knowledge of the physics and 

chemistry of films, surfaces, interfaces, and microstructures made possible by the 

extraordinary developments in analytical instrumentation over the past 20 years is a 

significant factor in the quick development of deposition technology [80]. 

 2.2 Thin film deposition techniques 

When an individual atomic, molecular, or ionic species is caused to condense onto a solid 

substrate either physically or through ultra-chemical reactions, the solid substance is said to 

be in thin film form. There are countless deposition processes available for the creation of 

materials. Limiting the number of approaches to be taken into consideration makes the 

process of classifying the techniques easier because the focus is on thin-film deposition 

methods for creating layers with thicknesses ranging from a few nanometers to roughly ten 

micrometers [81]. Essentially, thin-film deposition technologies are either fully physical, 

like evaporative techniques, or purely chemical, like chemical processes that take place in 

the gaseous and liquid phases. Many glow discharge and reactive sputtering-based 

procedures mix physical and chemical reactions; these overlapping processes can be 

classified as physical-chemical methods [5], [80], [81]. Figure 2.1 represents the 

classification of the thin film deposition method. Here Chemical bath deposition method and 
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magnetron sputtering methods were utilized for the thin film production. In the following 

session these methods are briefly explained. 

 

Figure 2.1 Classification of thin film deposition techniques 

2.2.1 Chemical bath deposition method 

The controlled precipitation of a chosen component from the solution onto the appropriate 

substrate is the goal of the chemical bath deposition technique. Compared to the more suited 

vapors phase approaches to semiconducting thin film, this method has numerous advantages. 

The following are some benefits or reasons to choose this strategy above all other options:  

• This method is the simplest and most economical one. 

• With this method, multi-compound chalcogenide thin films can be created over a 

wide range of stoichiometry. 

• Chemicals can be used even at ambient temperature and do not require a high 

vacuum. 

• By properly placing the substrate on a shallow tray containing the deposition bath, 

large area deposition is achieved. 
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• Creates consistent, reproducible, well-adhered thin films for photovoltaic 

applications. 

• A cheap technique for extensive industrial applications 

• Low material use lowers the risk of loss.  

• If the right reagents are employed and the solution is kept at a specific pH for an 

extended period of time, CBD is not a time-consuming procedure and the CBD unit 

is safe to handle. 

• Portable CBD unit 

By adjusting the deposition parameters, such as temperature, precursor concentration, the 

use of complexing agents, and solution pH, this approach allows for precise control of the 

layer thickness and chemical composition. The most alluring benefit of this approach is its 

capacity to coat sizable surfaces in a repeatable and affordable process. This technique relies 

on the formation of thin films from aqueous solutions, either through the passage of a current 

or through chemical reactions when the right circumstances are present. These films 

typically aren't very pure due to their preparation conditions. A specific composition of thin 

films can be achieved with the proper control of the deposition conditions. When a solid 

substrate is submerged in a diluted solution of one or more metal salts, a source of 

chalcogenide, X (X=S, Se, Te) ion, and an appropriate complexing agent in an aqueous 

solution, thin films are deposited on the substrate in the CBD process. This process involves 

the following four phases for the formation of the metal chalcogenide films on the substrate:  

• Achieving equilibrium between the complexing agent and the water 

• Metal-complex species formation 

• The chalcogenide source is hydrolyzed 

• The solid film's formation on the substrate 

When the value of the ionic product exceeds the solubility product, the film is deposited on 

the substrate; otherwise, it is precipitated out. An appropriate complexing agent normally 

complexes the metal ions, which would then gradually release metal ions during the reaction. 

The rate at which solid metal hydroxides form, which then results in the creation of solid 

film, is controlled by the formation of metal-complex ions. Therefore, in order to stop the 

precipitation of metal hydroxide, the metal ion needs to be complexed. To prevent bulk 
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precipitation or the deposition of the required film, the strength of the complexing agent 

should not be too strong or too weak. The fundamental idea behind CBD is to manage the 

chemical process so as to influence the thin film deposition by precipitation. The method 

relies on the gradual release of the chalcogenide ion into an alkaline solution that has a low 

concentration of buffered free metal ions.  

The unit of the chemical bath deposition process is depicted in the figure below. It is made 

up of the holder that glass slides are attached onto. The material to be deposited is combined 

with the necessary ingredients in a beaker with the correct complexing agent, and the 

solution's pH is kept within the proper range. By taking a glass slide and continually washing 

it till the confirmation, the film is checked if it has been deposited on a glass substrate [82]–

[84].   

 

Figure 2.2 Schematic diagram of CBD method 

2.2.2 Sputtering  

The thin film deposition method at the heart of the current semiconductor, disc drive, CD, 

and optical device industries is sputtering. Sputtering is the process of ejecting atoms from 

a target or source material that is to be deposited on a substrate, such as a silicon wafer, solar 

panel, or optical device, as a result of the bombardment of the target by high energy particles, 

on an atomic level. A substrate to be coated is placed in a vacuum chamber with an inert gas, 

often argon, and a negative charge is delivered to a target source material that will be 

deposited into the substrate and cause the plasma to glow. This is the start of the sputtering 
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process. The negatively charged target source material releases free electrons into the 

surrounding plasma environment. These electrons collide with the outer electronic shell of 

the argon gas atoms and are driven away by their similar charge [2], [85]. 

When the inert gas atoms collide with the negatively charged target material, they form 

positively charged ions that are drawn to it at a rapid speed and "Sputters off" atomic-sized 

particles from the source material. As these particles go through the vacuum deposition 

chamber of the sputter coater, a thin coating of material is deposited on the surface of the 

substrate that will be coated. Sputtering only occurs in the "Fourth state of nature" plasma 

environment when the kinetic energy of the bombarding particles is extraordinarily high, 

much greater than typical thermal energies. In comparison to melting a source material with 

normal thermal energy, this can enable a far more exact and pure thin film deposition at the 

atomic level. The term "sputter yield" refers to the quantity of atoms "Sputtered off" or 

ejected from the target or source material. The energy and incident angle of the bombarding 

ions, the relative masses of the ions and target atoms, and the surface binding energy of the 

target atoms can all affect the sputter yield. Physical vapor deposition techniques like as ion 

beam and ion-assisted sputtering, reactive sputtering in an oxygen gas environment, gas 

flow, and magnetron sputtering are frequently employed in sputter coaters [86].  

Magnetron sputtering: Ions are charged particles and can have their motion and behavior 

controlled by magnetic fields. Magnets behind the negative cathode are used in magnetron 

sputtering deposition to trap electrons over the negatively charged target material, preventing 

them from bombarding the substrate and allowing for quicker deposition rates. Circular and 

rectangular cathode/target forms are the most prevalent in magnetron sputtering. Larger size 

"In-line" systems, where substrates scan linearly past the targets on some sort of conveyor 

belt or carrier, are where rectangular magnetrons are most frequently used. More often than 

not, single wafer stations or smaller "Confocal" batch systems have circular sputtering 

magnetrons [2], [87].   

Reactive sputtering: It involves injecting a gas to the vacuum chamber so that it can react 

chemically with the materials to be coated before coming into contact with them. Due to the 

high energy collisions, gases like nitrogen and oxygen that are ordinarily stable and inert 

become ionized and reactive in the plasma environment. When this occurs, the gas may 
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chemically interact with the cloud of target material to produce a molecular compound, 

which later transforms into the thin film coating. In the semiconductor business, silicon 

targets reactively sputtered with oxygen or nitrogen can create silicon oxide films, while 

doing the same with silicon nitride films [88].   

Co-Sputtering: This is frequently combined with Reactive Magnetron Sputtering to create 

thin films that are compounds like alloys or composites, is the simultaneous sputtering of 

two or more target materials in the vacuum chamber. The optical and architectural glass 

industries make extensive use of it. The refractive index or shading effect of the glass can 

be carefully and precisely controlled on applications ranging from large scale surfaces such 

as skyscraper architectural glass to sunglasses by using Reactive Co-Sputtering of two target 

materials such as Silicon and Titanium with dual Magnetron Sputtering. Solar panel 

production uses it extensively as well.   

The target material is bombarded using a variety of power sources, including DC and RF 

sputtering, pulsed DC, MF, and AC, as well as the recently developed HIPIMS sputtering 

techniques.  

Direct Current Sputtering: With electrically conductive target materials like metals, DC or 

Direct Current Sputtering is the simplest and most often used method since it is simple to 

regulate and relatively inexpensive in terms of power usage. If at all feasible, DC sputtering 

can be a relatively cheap and efficient way to coat a variety of decorative metal coatings. 

The use of dielectric target materials, which are coatings made of insulating non-conducting 

materials capable of absorbing a polarized charge, is constrained by DC sputtering. 

Aluminum oxide, silicon oxide, and tantalum oxide are a few examples of typical dielectric 

coating materials. The gas in the vacuum chamber ionizes during DC sputtering. As a result, 

positive ions are generated, which collect on the target face's surface and charge it positively. 

The discharge of sputtering atoms can be stopped by this gradual development of a positive 

charge in the dielectric. Many techniques have been devised to pulse or alternate the 

sputtering power source in order to "clean" the target surface and stop it from becoming 

positively charged [88]. 

Radio frequency sputtering: To prevent a charge buildup at radio frequencies, RF or Radio 

Frequency Sputtering switches the electrical potential of the current. This method of 
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alternating the current has the effect of reversing the buildup that occurs when the current 

only flows continuously in one direction throughout each part of the cycle. Similar to DC 

magnetron sputtering, RF magnetron sputtering coaters increase the proportion of target 

atoms that are ionized, which in turn increases the growth of the thin film.  

Pulsed DC sputtering: It is where the target is bombarded with powerful voltage spikes to 

clean the target face and prevent the buildup of a dielectric charge. These voltage spikes 

which clean the target surface are usually set at frequencies ranging from 40 to 200 KHz.  

High Power Impulse Magnetron Sputtering: This is a recently developed sputtering method 

that makes advantage of a high current voltage spike to significantly boost the ionization of 

the sputtering target. Ionized atoms in these systems have substantially greater energies than 

in conventional sputtering methods, enabling the production of extremely thick thin film 

coatings.  

Mid Frequency AC Sputtering: This is the most common method for producing non-

conductive thin film coatings. When an AC current is switched back and forth between two 

cathodes, the target surface is cleaned after each current reversal [2], [5], [61], [88].  

Here we have used RF magnetron sputtering for the deposition of ZnO/SiO2 1D photonic 

crystals which was used as back reflectors in SnS/CdS solar cell. 

2.2.2.1 Working of RF magnetron sputtering 

Figure 2.3 depicts the schematic diagram of the working of RF Magnetron sputtering. The 

coating materials are first applied to a magnetron in the shape of a target, which is a solid 

object. You need a sterile setting with only the materials of your choice for exceptionally 

pure coatings. To almost completely eliminate every molecule from the chamber, it is 

evacuated for this reason. After that, a process gas is refilled into the chamber. The kind of 

material to be deposited determines the choice of gas; common process gases include argon, 

oxygen, and nitrogen. The circumstances are now favorable for the procedure to start. The 

magnetron cathode, which is the target material to be sputtered, is given a negative electrical 

potential, while the chamber body serves as the positive anode or ground. Free electrons will 

speed away from the magnetron as a result of this electrical potential. A process gas atom is 

stripped of an electron when one of these electrons collides with it, resulting in the formation 
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of a positively charged process gas ion. The magnetron is approached more quickly by the 

positively charged ion. This ion has sufficient energy to "sputter" or "knock off" some of the 

magnetrons' target material. The target material will then gather on surfaces along the 

magnetron's path. Sputtered material accumulates on your substrate in this way. When the 

ions unite with free electrons again to form a lower energy state, light is produced from the 

plasma. Positively charged ions unite once more with unbound electrons to form a neutral 

atom. When the ions unite with free electrons once more to form a lower energy state, the 

plasma glow is produced. The "excess voltage" produced when a free electron recombines 

with an ion is released as light because the ion requires less voltage than the free electron. 

The glow of the plasma that is visible throughout processing is the light. Until the desired 

thickness is reached and the cathode is no longer powered, this thin film deposition process 

is carried out at a constant pace.   

 

 Figure 2.3 Schematic diagram of RF magnetron sputtering 
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2.3 Thin films characterization techniques 

By characterizing the films using a range of investigative approaches, the growth mechanism 

and characteristics of the films can be explored in great detail. The most crucial factor in 

regulating material processing and regularizing performance is optimization. To get the best 

performance out of the films that have been created, one must characterize the films before 

employing them in applications. Phase analysis, compositional characterization, structural 

elucidation, micro-structural analysis, and surface characterization are all essential 

components of a material's comprehensive characterization and have a significant impact on 

its physical characteristics. This section includes concise description of the techniques that 

have used to characterize the thin films. X-ray diffraction, Raman spectroscopy, a field 

emission scanning electron microscope (FESEM), Energy dispersive X ray spectroscopy, 

UV- visible spectroscopy and Keithley source meter to conduct structural, morphological, 

compositional, optical and I-V studies.  

2.3.1 X-Ray Diffraction (XRD)  

An effective method for measuring the structural characteristics of these phases, including 

their strain state, grain size, epitaxy, phase composition, preferred orientation, and defect 

structure, is X-ray diffraction (XRD). The atomic configurations in amorphous materials 

(including polymers) and at interfaces, as well as the thickness of thin films and multilayers, 

are all determined by XRD. In order to determine the strain states in thin films, XRD is the 

method of choice since it provides unmatched accuracy in the measurement of atomic 

spacing. XRD is perfect for in situ studies because it is noncontact and nondestructive. The 

atomic configurations at interfaces can be determined quantitatively and accurately using 

the intensities recorded with XRD (e.g., in multilayers). Any element can be found in 

materials, however high-Z elements are the most sensitive to XRD because their diffracted 

intensity is substantially higher than that of low-Z elements. The material of interest 

determines the sensitivity of XRD as a result. 

In general, diffraction only happens when the repetition distance between scattering centers 

is of the same order of magnitude as the wave motion's wavelength. This diffraction 

requirement is simply Bragg's law, which is expressed as 
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2d sin θ = nλ       (2.1) 

 where d is the interplanar spacing, θ is the diffraction angle, λ is the x-ray wavelength, and 

n is the order of diffraction. The interatomic spacing of crystalline solids' arranged atoms 

(referred to as unit cells) is comparable to the x-ray wave length (0.5 to 2.5Å). The schematic 

representation of Bragg’s law is shown in figure 2.4. As a result, crystals make the best 

gratings for x-ray diffraction. 

 

Figure 2.4 Schematic representation of Bragg’s law 

Studies using x-ray diffraction can confirm the crystal structure and phase development 

because the directions of diffracted x-rays reveal information about the atomic arrangements. 

It is determined how to satisfy Bragg's condition, which can be achieved by continuously 

adjusting either λ or θ throughout the experiment. Each sample particle is a tiny crystal, or 

an assembly of smaller crystals, that is randomly oriented with respect to the incident beam. 

Some of the crystals will be positioned correctly, allowing, for instance, their (100) planes 

to reflect the incident beam. For (110) reflections, for example, other crystals will be 

orientated appropriately. Every set of lattice planes will be able to reflect as a result. This is 

how a diffractometer works.  According to Bragg's law, the constructive x-ray interference 

for a particular d value should, in theory, only happen for a specific θ or the Bragg's angle, 

while at all other angles there should be destructive interference, and the intensity of the 

diffracted beam will be at its lowest. 
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Phase identification is one of the most significant applications for thin-film XRD. The 

diffraction pattern's measured d-spacing and, to a lesser extent, its integrated intensities are 

compared to known standards in the JCPDS Powder Diffraction File (Joint Committee on 

Powder Diffraction Standards), and the reflections can be indexed with Miller indices, to 

achieve this identification. The peak corresponding to the diffracted beam is widened in 

proportion to the size of the diffracting tiny crystal, but if the size of the diffracting tiny 

crystal is minimal, there is no longer total destructive interference. Debye-Scherer provided 

the formula for the relationship, which is 

D = 0.9λ /βcos θ      (2.2) 

where D is the size of the particle, θ is the diffraction angle, X-ray wavelength is λ, and line 

broadening at full width at half maxima (FWHM) is β. Additionally, X-ray diffraction from 

thin films can be performed using the powder diffractometer. It is possible to think of 

epitaxial or polycrystalline thin films as single crystals or powders (crystals or assemblies of 

crystals dispersed across substrate), depending on whether or not they are orientated.  

   

 

 

 

 

 

 

 

 

 

 

 
Figure 2.5 XRD instrumentation [66] 
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The instrumentation of XRD is shown in figure 2.5. The X-rays are produced by x ray tube. 

The tube has an exit window that allows x-rays to reach the sample. Between the sample and 

the analyzing crystal and between the analyzing crystal and the detector are two optical 

collimators. They are formed using curved mirrors or lenses. These tools focus the x-ray 

beam on a particular region of the sample. When the circumstances are in accordance with 

Bragg's law, the incident rays' interaction with the sample results in constructive interference 

(and a diffracted ray). Then, these diffracted X-rays are found, examined, and tallied. Due 

to the powdered material's random orientation, all feasible lattice diffraction directions 

should be obtained by scanning the sample across a variety of 2θ angles. An X-ray 

diffractometer's geometry is such that the sample spins at an angle u in the direction of the 

collimated X-ray beam and the X-ray detector rotates at an angle of 2θ to capture the 

diffracted X-rays. A goniometer is the device used to maintain the angle and spin the sample. 

This X-ray radiation is captured by a detector, which also processes it. The signal is then 

converted to a count rate and output to a printer or computer monitor. A variety of x-ray 

detectors, some used to count individual x-ray photons, others to measure count rate, total 

flux, or energy are used [89], [90].    

2.3.2 Raman spectroscopy 

A well-liked method for analyzing molecular structure, Raman spectroscopy is today 

regarded as an addition to infrared spectroscopy. The Raman effect, first discovered by 

Indian scientist Chandrasekhara Venkata Raman in 1928, serves as the foundation for 

Raman spectroscopy [91], [92]. Raman spectroscopy differs from the rotational and 

vibrational spectroscopy discussed above in that it focuses on the scattering of photons by 

simple processes rather than an absorption process. Molecules vibrate continually. Both 

Raman and infrared spectroscopy identify and assess the energy of the various molecule-

level vibrations, which results in a spectrum. Every crystal or molecule has a distinct and 

individual Raman/IR spectra. Raman and infrared spectroscopy use radiation differently; in 

the latter, a broad spectrum of radiation covering the entire IR spectrum is aimed at the 

sample, and absorption occurs when the radiation's frequency precisely matches that of the 

vibration. Raman spectroscopy, in contrast, illuminates the sample with a single frequency 

source, and the light scattered from the molecule is what is picked up in the experiment. The 
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Raman scattering process is simple to comprehend. In the past 25 years, there has been a 

significant advancement in instrumentation, primarily in compact air-cooled solid-state 

lasers, holographic notch and edge filters to remove the strong laser line, high quantum 

efficiency, and low noise detectors like charge-coupled devices. These advancements have 

increased the sensitivity and simplicity of Raman systems as well as opened up new 

scientific fields for the use of Raman spectroscopy. Raman spectroscopy, which was 

formerly thought of as a method only used in research facilities, has begun to enter the 

industrial sphere [93]. The Raman spectrometer's basic configuration is displayed in figure 

2.6. 

 

Figure 2.6 Basic set up of Raman spectrometer 

The detector must be orthogonal to the direction of the incident radiation in order to only 

observe dispersed light. The source, which is frequently a laser, must provide intense 

monochromatic radiation. The prerequisites for a molecule to be Raman active are also 

different from those for other forms of spectroscopies, which called on a permanent magnetic 

dipole moment, at least for diatomic molecules. When a stream of energetic photons makes 

up a light wave. Two of the many things that can happen when a photon strikes a molecule 

are covered below: 

Elastic, or Raleigh Scattering: This occurs when the photon merely "bounces" off the 

molecule without any energy transfer. In this manner, the great majority of photons will be 

scattered. 
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Inelastic, or Raman Scattering: This occurs when the photon and the molecule exchange 

energy, causing the emission of a subsequent photon with a frequency different from the 

incident photon. The photon may cause the molecule to either gain or lose energy. According 

to quantum mechanics, molecules can evolve to a higher energy, virtual state when photons 

interact with them. There could be a variety of effects from this greater energy level. One 

such result would be a photon with a different energy level being produced as the molecule 

relaxes to a vibrational energy level that is different from its initial condition. The Raman 

shift is the term used to describe the energy gap between the incident photon and the 

scattered photon. In addition to photons at the incident frequency of υ0 (elastic or Rayleigh 

scattering), the weakly scattered radiation also contains photons at other frequencies, such 

as υ0±υm. The Stokes lines are the peaks at lower frequencies; the anti-Stokes lines, which 

are often much weaker than the Stokes Lines, are the peaks at higher frequencies. Only the 

Stokes spectrum is typically recorded because the same frequencies are present in every set 

of lines.  

 

 

 

 

 

 

 

 

 

 

Instrumentation: The market for spectroscopy now offers a wide variety of Raman 

instruments, from very big systems to miniaturized ones that operate in various spectral 

Figure 2.7 Scattering phenomenon in Raman spectroscopy. 
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bands, as a result of the tremendous technological advancements over the past years. 

Choosing which Raman instruments and circumstances to employ for various types of 

samples or studies is frequently a challenge for non-expert Raman users. A laser source, an 

optical system to illuminate the sample and gather the Raman signal, a "dispersive" system, 

and a detector are the four essential components of a Raman spectrometer. A laser acts as 

the excitation source to cause the Raman scattering and is one of the fundamental parts that 

make up a contemporary, compact Raman spectrometer. Modern Raman equipment often 

employ solid state lasers with common wavelengths of 532 nm, 785 nm, 830 nm, and 1064 

nm. Although the signal produced by shorter wavelength lasers is stronger due to their higher 

Raman scattering cross-sections, shorter wavelength lasers also have a higher incidence of 

fluorescence. Because of this, the 785 nm laser is a common component in Raman systems. 

Fiber optic cables are used to both send and receive the laser energy from the sample. 

Rayleigh and anti-Stokes scattering are removed with a notch or edge filter, and the light 

that is still scattered by Stokes is then sent to a dispersion element, usually a holographic 

grating. The light is captured by a CCD detector, which produces the Raman spectrum. It is 

crucial that high-quality, optically well-matched components are utilised in the Raman 

spectrometer since Raman scattering produces a weak signal [89], [91]. 

Although Raman spectroscopy is an effective method, it has several drawbacks. The Raman 

effect's own power is one of these restrictions. The majority of light scattering from a 

substance will be Rayleigh scattering. Raman spectroscopy's ability to detect Raman 

scattered light is dependent on this, which limits its sensitivity. Increasing the laser's power 

is a simple workaround, although it has the disadvantage of perhaps harming the sample. 

Fluorescence is a significant obstacle to Raman spectroscopy. Fluorescence happens when 

a substance absorbs light and then releases lower-energy light at a later time and this is in 

contrast to Raman scattering [94]. 

2.3.3 Field emission scanning electron microscope (FESEM) 

It is not a viable alternative to observe particles in the nano regime using optical microscopy 

since the resolution is constrained by the wavelength of light. Since electrons have a far 

shorter wavelength than photons do, they can be used in electron microscopes to observe 

materials at the atomic level. The wavelength of electrons, which has the property of being 
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inversely proportional to the electron momentum, is said to have a dual nature of particle 

waves in accordance with quantum mechanics. The electron beam will therefore have a 

shorter wavelength and be able to transmit information in the nanometer range if we use 

electron beams that accelerate under high voltage. Techniques for electron microscopy 

employ this idea [95]. Like a standard SEM, FESEM operates by scanning the sample 

surface with an electron beam while a monitor shows the relevant data based on the available 

detectors. The electron generation technology is where a FESEM and a SEM diverge most. 

The FESEM uses a field emission gun as its electron source, producing intensely focused 

high and low energy electron beams that greatly enhance spatial resolution and allow work 

to be done at very low potentials (0.02-5kv). This reduces the effect of charging on non-

Figure 2.8 Schematic Diagram of field emission scanning electron microscope [69] 
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conductive specimens and prevents damage to samples that are sensitive to electron beams. 

The employment of in-lens detectors by FESEM is yet another incredibly noteworthy aspect 

[96]. In SEM a tungsten tip is covered in a layer of zirconium oxide, which has the peculiar 

virtue of enhancing electrical conductivity at high temperatures, to create Schottky emitters. 

A field emission gun is used in electron microscopes to create an electron beam that is more 

coherent, smaller in diameter, and up to three orders of magnitude brighter than those 

produced by conventional thermionic emitters like tungsten or filaments with lanthanum 

hexaboride (LaB6) tips. In comparison to thermionic devices, the outcome is a much-

enhanced signal-to-noise ratio, spatial resolution, and emitter life. This is true for both 

scanning and transmission electron microscopy. 

Working: A field emission source releases electrons, and they are then accelerated in a strong 

electrical field gradient. These so-called primary electrons are focused by electronic lenses 

within the high vacuum column to create a narrow scan beam that bombards the target. As 

a result, the object's each spot emits secondary electrons. The surface structure of the item 

is related to the angle and speed of these secondary electrons. The secondary electrons are 

captured by a detector, which then generates an electrical signal. A video scan image that 

can be viewed on a monitor or a digital image that can be recorded and processed further are 

created from this signal once it has been amplified. 

Preparation: The first step in preparing an object for SEM observation is to make it current 

conductive. They are covered in an incredibly thin layer of gold or gold palladium (between 

1.5 and 3.0 nm) to achieve this. Additionally, objects need to be able to withstand the high 

vacuum and shouldn't change it by losing gas or water molecules, for example.  Then, 

coating is carried out in a different apparatus. 

Source of electrons: In conventional electron microscopes, the majority of the electrons are 

produced by electrically heating a tungsten filament to a temperature of about 2800 °C. No 

heating is used in a field emission scanning electron microscope instead a so-called "cold" 

source. In front of a primary and secondary anode, a tungsten needle with a tip diameter of 

10-7 m or 10-8 m serves as the cathode. The magnitude of the voltage between the cathode 

and the anode ranges from 0.5 to 30 KV. The image quality is noticeably improved since the 

electron beam created by the FE source is around 1000 times smaller than that of a 
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conventional microscope. Since field emission requires a severe vacuum (10-8 Torr) in the 

microscope's column, there is a device that periodically cleans the electron source with a 

current flash. A FE tip can theoretically last a lifetime, unlike a traditional tungsten filament, 

providing the vacuum is kept steady. 

Column with lenses and apertures: The electro-magnetic lenses (condenser lens, scan coils, 

stigmator coils, and objective lens) and the column's apertures focus the electron beam to a 

pinpoint sharp spot. 

Object chamber: The item is mounted on a unique holder after being covered in a conductive 

coating (see preparation). The item is positioned on a movable stage and inserted through an 

exchange chamber into the high vacuum area of the microscope. By using the arrows in the 

POSITION box, you can move an object horizontally and vertically on the screen in the 

virtual FESEM. The object in the chamber of a real microscope can be moved using a 

joystick that steers in the left-right axis, forward, and backward. Additionally, the object can 

be rotated, moved in the Z direction (i.e., closer or further away from the objective lens. In 

the chamber, the "secondary electron emission" detector (scintillator) is situated behind the 

object holder. 

Image formation: The levels and angles at the object's surface influence the velocity at which 

secondary electrons are emitted from the object surface when the primary probe bombards 

it. The scintillator (fluorescing mirror), which creates photons, is struck by secondary 

electrons drawn in by the Corona. The characteristics of the secondary electrons determine 

where and how strongly the mirror is illuminated. In time with the electron beams scan 

movement, the scintillator signal is amplified and converted to a video signal that is sent to 

a cathode ray tube. The structure of the object's surface is reflected in the contrast of real 

time' image that displays on the screen. A digital image is created in parallel with the 

analogue image, which can then be processed [96], [97].  

2.3.4 Energy Dispersive X-Ray spectroscopy (EDX) 

One can shorten it to EDS, EDX, EDXS, or XEDS. Energy dispersive X-ray microanalysis 

(EDXMA) or energy dispersive X-ray analysis (EDXA) are other names for it. It is an 

investigation technique that is frequently used to characterize objects' chemical or elemental 
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makeup. The sample might be in any form, including liquid, solid thin films, solid powder, 

and pellets, among others. The usual EDS setup is comparable to the SEM setup. EDS is 

actually incorporated within the SEM setup, to be more precise. Similar to SEM, the 

operation of EDS depends on electron focusing. The element is identified and the sample 

material's composition is measured using the energy dispersive x-ray method. A spectrum is 

produced by the EDX analysis. An x-ray's frequency for each energy level is plotted on the 

EDX spectrum. When the most x-rays were received, the energy levels that are represented 

by peaks in an EDX spectrum. Typically, an element is the only one with these peaks. Higher 

peaks in the spectrum denote an element's presence at higher concentrations. Utilizing 

specialized computer software, overlapping peaks from mixtures are deconvolved [98]. In 

contrast to X-ray beam excitation, which is used in X-ray fluorescence (XRF) spectrometers, 

electron beam excitation is used in scanning transmission electron microscopes (STEM) and 

SEM. X-rays are converted into voltage signals via a detector, which feed a pulse processor, 

which measures the signals and sends them to a data analyzer for analysis and display. Liquid 

nitrogen is frequently used to cool Si (Li) detectors at cryogenic temperatures, and some 

contemporary systems also have silicon drift detectors (SDD) that use Peltier cooling 

devices. 

An object must be struck by either a very energetic beam of charge carriers (electrons or 

protons) or X-rays in order for it to emit characteristic X-rays. The sample's atoms have 

bonded ground state electrons (unexcited) at specific energy levels or electron shells. An 

incoming beam may excite an electron from an inner shell, knocking it out of its shell and 

creating a hole where the electron existed before the excitation. An electron from a higher-

energy shell is capable of occupying this hole. An X-ray is produced due to the energy 

disparity between the higher and lower energy shells. Depending on which shell an electron 

is moving from to which shell, an electron transfer will release a certain amount of energy, 

measured in joules. An energy dispersive spectrometer can measure the energy and number 

of X-rays that are emitted from the specimen. Because the energies (wavelength) of these 

emitted X-rays are unique to the element from which they originate, they are referred to as 

characteristic X-rays. Thus, elemental analysis can be done using this method. The 

distinctive X-rays released by excited K-shell electrons are known as "K Lines," whereas 

those emitted by excited L and M shell electrons are known as "L Lines" and "M Lines," 
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respectively. When an element is heavy, its characteristic X-ray energies are higher as well, 

necessitating the need for incident electrons with higher energies. The various peak positions 

with the relevant energies can be used to determine the sample's qualitative compositional 

information. The net count rates are necessary for the concentration computation, and a 

specimen's distinctive X-ray energy serves as a barometer for its atomic number [99], [100]. 

Because they can concurrently study an object's shape and elemental makeup, scanning 

electron microscopy with energy dispersive x-ray is a potent method for classifying and 

differentiating materials. The identification and classification of various material structures, 

the study of surface morphology, the detection of particle contamination, structural analysis, 

forensic examinations, the detection of corrosion and oxidation issues, and the identification 

of product and process failure are some of the typical applications of FESEM/EDS [98]. 

 

Figure 2.9 Principle of characteristic X-Rays generation in EDX [72]. 

2.3.5 UV-Vis - NIR spectrophotometry 

An essential physical instrument that uses light in the ultraviolet, visible, and near infrared 

ranges of the electromagnetic spectrum is ultraviolet (UV) spectroscopy. A linear 
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relationship between absorbance, the concentration of absorbers (or absorbing species) in 

the solution, and the route length is established by the Beer-Lambert law. As a result, for a 

fixed path length, UV-Vis spectroscopy can be used to determine the concentration of the 

absorbing species [1]. This method is incredibly straightforward, adaptable, quick, precise, 

and economical. The UV-Vis-NIR Spectrophotometer is a tool used for ultraviolet-visible 

(or UV-Vis) spectroscopy. By utilizing radiative energy associated with the far and near 

ultraviolet (UV), visible (Vis), and near infrared (NIR) parts of the electromagnetic 

spectrum, this can be used to analyze liquids, gases, and solids. The following preset 

wavelengths have been established for these regions: UV: 300–400 nm; Vis: 400–765 nm; 

and NIR: 765–3200 nm [101], [102]. 

Principle: The wavelength of the light that reaches the detector after travelling through an 

object in a light beam is measured. Important details about chemical composition and 

molecular number are revealed by the measured wavelength (contained in the measured 

signal intensity). As a result, information that is both quantitative and qualitative can be 

acquired. The transmittance, absorbance, or reflectance of radiation in the range of 190 to 

1100 nm can be used to gain information [2,3]. The promotion of electrons to excited states 

or the anti-bonding orbitals results from the absorption of incident energy. Photon energy 

must match the energy required by an electron to be promoted to the next higher energy state 

in order for this transfer to take place. The fundamental idea behind absorption spectroscopy 

is this technique. 

Instrumentation: Light source (UV and visible), monochromator (wavelength selection), 

sample stage, and detector are the four fundamental parts of a spectrometer. Typically, a 

continuous tungsten filament spanning the UV spectrum is utilised as the light source. The 

typical detector is a photodiode or CCD. In order to filter light of a specific wavelength 

before it is supplied to the detector, photodiodes are used with monochromators. It is 

necessary to turn off the visible lamp while monitoring UV spectrum absorbance, and vice 

versa. A schematic UV-Vis-NIR spectrometer is shown in Figure 2.10.  

• When deuterium or hydrogen is electrically excited at low pressures, a continuous 

UV spectrum is created. An excited molecular species is produced as part of the UV 

light generating process, and this species then splits into two atomic species and a 
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UV photon. Both deuterium and hydrogen lamps emit light with wavelengths 

between 190 and 375 nm.  

 

 

The visible light source is a tungsten filament bulb. This lamp has a wavelength range of 

350 to 1100 nm. Energy output from a tungsten filament lamp is proportional to the operating 

voltage raised to the fourth power. Therefore, a highly stable voltage must be applied to the 

lamp in order to obtain stable emission. Transformers with constant voltage or electronic 

voltage regulators are used to maintain voltage stability.  

• It uses a monochromator source, which is separated into two halves of equal intensity 

by a half-mirror splitter before it reaches the sample. One component (or sample 

beam) moves through the cuvette containing the material to be analyzed in a solution 

in a clear solvent. Another beam, known as the reference beam, travels through a 

cuvette that contains only solvent. Containers for reference and sample solutions 

must be transparent to the passing beam. 

• A detector measures the amount of light that cuvettes emit, and it communicates this 

information to a meter so that it can record and show the values. The intensities of 

light beams are calculated and compared by electronic detectors. A number of UV-

Vis spectrophotometers feature two detectors, a phototube and a photomultiplier 

tube, and simultaneously monitor the reference and sample beams. In UV-Vis 

equipment, the photomultiplier tube is the detector that is most frequently utilised. It 

consists of an anode, many dynodes, and a photo emissive cathode that emits 

Figure 2.10 Schematic diagram of a UV-Vis - NIR spectrophotometry [75]. 
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electrons when photons touch it. Dynodes also emit several electrons when a single 

electron strikes them. Amplification and measurement are done on the generated 

current. Photomultipliers have quick response times and are extremely sensitive to 

UV and visible radiation. However, because high power light may harm 

photomultipliers, they are only used in low power radiation. 

Classification: The single monochromator type and the double monochromator type of 

UV-VIS Spectrophotometers are both available. The single monochromator type and the 

double monochromator type are indicated by their names by having one and double 

monochromator respectively.  

Figure 2.11 Schematic diagram of single and double beam spectrophotometer [76] 

Tauc Plot: An essential optical metric that specifies the photon energy needed to excite an 

electron from the valence band to the conduction band is the optical bandgap energy (Eg) of 

a semiconductor. The Eg is a crucial aspect of nanomaterials' electronic structures, and it 

ultimately affects how they could be used in devices in various industries. For determining 

optical Eg, UV-vis spectroscopy measurement is most frequently used. Although methods 

like photothermal spectroscopy and spectroscopic ellipsometry exhibit more accuracy, UV-

vis spectrometers are generally accessible and simple to use [103]. An ideal direct band gap 
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semiconductor's UV-vis spectrum shows essentially little absorption for photon energy 

below the band gap and a significant increase for photon energies above the band gap. Since 

this reveals the bare minimum of energy needed for a photon to excite an electron across the 

band gap and be absorbed in the semiconductor material, the band gap in the absorption 

spectrum corresponds to the point at which absorption begins to increase from the baseline. 

The local density of states at the valence band maximum and conduction band minimum, as 

well as excitonic effects, are reflected in the nonlinear increase in absorption that is seen in 

real spectra. For values of absorption coefficient (α) > 104 cm-1 frequently follow the 

relationship below, which was proposed by Tauc and provided by Davis and Mott. 

According to equation 2.3 it is presumable that a semiconductor's optical absorption 

coefficient is energy (hv) dependent. 

(𝛼hν)1/n = B (hν - Eg)
       (2.3) 

Where h is Planck’s constant, α  is absorption coefficient, B is a constant, Eg optical band 

gap of material and n is a factor that depends on the electronic transitions with values of 1/2, 

3/2, 2, and 3, which, respectively, correspond to direct (allowed), direct (forbidden), indirect 

(allowed), and indirect (forbidden) transitions. When extrapolated to the baseline, these so-

called Tauc plots of (αhν)1/n vs. hν provide the band gap value. Instead of absorption 

coefficient, the data from the UV-Vis NIR spectrometer comprises absorbance. As a result, 

the following relationship is used to determine the absorption coefficient (α) from the 

absorbance (A). 

                       α = 2.303A/t        (2.4) 

where t is the sample's thickness. A distinct linear regime that marks the beginning of 

absorption may be seen in the resulting tauc graphic. A straight line is used to suit this area, 

and the bandgap value is given by the x intercept. [101].  

2.3.6 Source measuring unit  

An instrument that combines a sourcing function with a measurement function on the same 

pin or connector is known as a source measure unit (SMU). It has the ability to source voltage 

or current while also measuring voltage and/or current. It combines into a single, precisely 



 

Preparation and Characterization Techniques 

 41 

 

timed instrument the functions of a power supply or function generator, a digital multimeter 

(DMM) or oscilloscope, a current source, and an electronic load A Source Meter instrument 

has several benefits over standalone instruments due to their close coupling. Saving costly 

rack space and streamlining the remote programming interface are both benefits of being 

able to fit a source and a meter in a single half-rack enclosure. 

The Source Measure Unit (SMU) Instruments from Keithley's Series 2400 are made 

specifically for test applications that require tightly connected sourcing and measurement. 

All Source Meter versions include measurement capabilities as well as precision voltage and 

current sources. Each Source Meter SMU instrument is a real instrument-grade 612-digit 

multimeter as well as a highly stable DC power source. Low noise, readback, and precision 

are some of the properties of the power source. High repeatability and minimal noise are two 

of the qualities of the multimeter. A small, single-channel DC parametric tester is the end 

result. These devices can function as voltage sources, current sources, voltage meters, 

current meters, and ohmmeters when in use. The source Meter SMU instruments are 

incredibly useful for a wide range of characterization and production test applications, which 

will be of great value to manufacturers of components and modules for the communications, 

semiconductor, computer, automotive, and medical industries. 

 

 

 

 

 

 

 

Engineers are exploring for ways to create solar cells that are more affordable and efficient 

in research labs. A small-scale test device is created, its performance is characterized to 

determine how well a solar cell is functioning. Although these test cells are too small to 

Figure 2.12 Keithley 2400 source measuring unit [77]. 
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produce any useful power beyond, say, lighting a single LED, they are big enough to 

describe the fundamental operating range and efficiency [104]. 
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Chapter 3  

Effect of pH on SnS and CdS thin films  

3.1 Introduction  

Numerous writers have claimed that the structural, optical, morphological, and chemical 

characteristics of the various constituent layers have an impact on the efficiency of thin film 

solar cells [105]. Various factors can be varied to optimize the properties of SnS and CdS 

thin film which includes annealing temperature [3], [55], [106], [107], bath composition 

[108], [109], deposition time [59], [110] and pH of the bath solution [34], [111], [112]. T. 

Ben. Nasr et al. [113] proposed that the physical properties of the ZnS thin film can be 

modified, and V. S. Raut et al. [112] investigated the impact of the pH of the bath solution 

on the structural, optical, and morphological properties of CdSe thin films. In this work, SnS 

and CdS thin films were prepared chemically, and the influence of pH on their properties 

was investigated. SnS/CdS heterojunctions were fabricated by taking different combinations 

of films. The performance of the cells was also evaluated. 

3.2 Experimental details 

3.2.1 Preparation of SnS thin films 

In this work, stannous chloride (SnCl2.2H2O) and thioacetamide (CH3CSNH2) were used as 

tin and sulphur precursors, respectively, to prepare SnS thin films. As complexing agents, 

triethanolamine N(CH2CH2OH)3 (TEA), and trisodium citrate Na3C6H5O7.2H2O (TSC), 

were used to avoid sudden precipitation. All the chemicals used in this work were of 

analytical grade and were purchased from Merck. The molarity formula was used to obtain 

the required amount of weight of the reagents. 

Weight(gm) = Molarity(M)*volume(L)*molar mass (mol/gm) 

 Digital weighing machine was used to measure accurately the amount of chemicals. Firstly, 

0.3 M SnCl2.2H2O dissolved in glacial acetic acid was added to 5 ml of 0.6 M trisodium 
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citrate, which was followed by the sequential addition of 5 ml of TEA and 5 ml of 0.1 M 

thioacetamide. To adjust the pH of the bath solution, Sp. gr. .91 pure ammonia solution was 

added. The chemicals used and their role is represented in figure 3.1. 

 

Figure 3.1  Chemicals used for the preparation of SnS thin films 

After the addition of the required amount of ammonia, the final solution was made up to 100 

mL by the addition of deionized water, and thoroughly cleaned glass substrates were 

immersed in it. The clear solution was gradually changed to yellow, which eventually turned 

chocolate brown. The dark brown SnS thin film was obtained at room temperature. For 

varying the pH, ammonia solution was added in amounts of 3 ml, 4 ml, and 5 ml, and the 

pH values obtained were 9.8, 9.9, and 10, respectively. The deposition time decreased 

considerably with the increase in pH. The film formation was completed within 12 hours, 

10 hours, and 9 hours for the pH values of 9.8, 9.9, and 10. It was observed that when the 

pH of the source solution was below 9.8, film formation did not take place even after 48 

hours at room temperature. For solutions with a pH value greater than 10, the chemical 

reaction took place at a faster rate in the ambient conditions, and the film was not formed. 

The films were prepared by varying the pH between 9.8 and 10. The films that were obtained 

had a dark brown colour. The films were annealed at 60 °C for 30 minutes, and the 
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characterizations were done. The steps involved in the preparation are schematically 

represented in figure 3.2. 

3.2.2 Preparation of CdS thin films 

For the preparation of the cell CdS thin film is chosen as it shows n-type conductivity and 

have a wide bandgap (2-3 eV) which is apt for the window layers. CdS thin films were 

prepared from a chemical bath containing 0.1 M cadmium acetate ((CH3COO)2Cd.2H2O) 

as a cationic precursor, 0.3 M thiourea as an anionic precursor, triethanolamine (TEA) as a 

complexing agent, and ammonia as buffer solution [56]. The chemicals used are shown in 

figure 3.4. 

 

 

 

 

 

 

 

Figure 3.2 Method of preparation of SnS thin films. 

Figure 3.3 Cubic structure of CdS and the prepared CdS thin film 
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Three different bath solutions with pH values of 11.3, 11.4, and 11.5 were used to make the 

films. The films were not formed for pH values outside this range at ambient conditions. The 

deposition times for pH values 11.3, 11.4, and 11.5 were respectively 5 hours, 4 hours, and 

2 hours. The prepared CdS thin films were yellow in colour and were homogeneous, smooth, 

and adherent to the substrate. The samples were annealed at 60 °C for 30 minutes and 

characterized using various techniques. The prepared CdS films and the cubic structure of 

CdS is shown in figure 3.3. 

 

 

3.2.3 Fabrication of SnS/CdS heterojunction 

The heterojunction was formed on a thoroughly cleaned ITO substrate. Firstly, the SnS thin 

film was coated and annealed as mentioned before, followed by the deposition of CdS. The 

Figure 3.4 Chemicals used for the preparation of CdS thin films 
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whole structure was then annealed at 60 °C for 30 minutes. A thin silver contact was drawn 

above the heterojunction using silver paste. The junction was fabricated by choosing 

different thin films of SnS and CdS prepared from varying pH of the source solutions, as 

mentioned earlier, and the I-V characteristics were studied using a Keithley source meter. 

The cell structure is shown in figure 3.5. 

 

Figure 3.5 Structure of the SnS based solar cell 

3.3 Results and discussion 

Structural studies of SnS thin films were performed using the Bruker D8 Advance X-ray 

diffractometer (Cu Kα source). Raman analysis was done using a Horiba Labram HR Evo 

Raman spectrometer. The annealed films were optically characterized using an Intek UV-

vis spectrophotometer. The wavelength used for the characterization was in the range of 190 

nm to 1190 nm. Deuterium was used as the source for UV and Tungsten for visible radiation. 

The morphology of the films was studied using a field emission scanning electron 

microscope (FESEM SUPRA 55 VP-4132 Carl Zeiss). Energy dispersive spectra (EDS) 

were recorded along with FESEM to get a better understanding of the chemical composition. 

3.3.1 Reaction mechanism 

The four processes-the simple ion-ion mechanism, simple hydroxide cluster mechanism, the 

complicated ion-by-ion decomposition mechanism, and the complex cluster decomposition 
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mechanism are active during nucleation and film growth in CBD. Ions diffuse over to the 

substrate in the initial phase of the straightforward ion-ion reaction. The substrate promotes 

nucleation by acting as a catalyst. As ions in the solution are absorbed, nucleation expands 

and new crystals are formed. Crystals come together to form a film that uses Van der Waals 

forces to bind to one another. Hydroxide colloidal particles diffuse to the substrate and 

adhere there in a straightforward hydroxide colloidal mechanism. Free ions interact with 

hydroxide colloidal particles that are attached to the substrate. The free ion displaces the 

hydroxide as a result of this reaction. The first particles produced by reaction stick together 

to form an aggregated film. In last two processes, the initial ions diffuse to the substrate to 

generate heterogen nuclei that develop or exist as complexed nuclei colloids in the solution. 

In the intricate breakdown procedure, first nucleation is exposed to chemical interactions to 

create a film. To get a high-quality film from CBD, it is necessary to ensure that the reaction 

in the solution is realized gradually. Metal ions can form a complex with a ligand to stop the 

solid chemical from precipitating quickly. This reaction suggests that film generation can 

happen via complex mechanisms in addition to simple ion-by-ion or cluster methods. On the 

basis of all this knowledge about the procedure, it has been assumed that the mechanism 

below is effective in the creation of SnS thin films on a substrate [57]: 

[Sn(TEA)]2++CH3CSNH2+2OH− → SnS+TEA+CH3CONH2+H2O 

During the initial stages of deposition, Sn2+ ions formed bonds with the triethanolamine 

(TEA) ligand to form Sn [TEA]. This complex served to prevent the precipitation of 

undesirable materials like [Sn(OH)2], and at a later stage, the complex broke down to form 

bonds with sulphur ions, forming SnS compound. Trisodium citrate (TSC) can be substituted 

for TEA in a similar calculation[40]. When the pH increases, the [Sn(TEA)]2+ complex 

releases more Sn2+ ions. As SnS precipitates more quickly in more basic solutions, results in 

speedy SnS deposition with increasing ammonia concentration[34]. The same reaction 

mechanism is applicable to the formation of Cadmium sulphide[109]. 

3.3.2 Structural properties 

The X-ray diffraction patterns of the prepared samples of SnS (pH: 9.8, 9.9, and 10), and 

CdS (pH: 11.3, 11.4, and 11.5) with various pH values were displayed in figures 3.6 (a) and 
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(b), respectively. In SnS thin films, an intense peak was observed at 2θ value of 31.6°, which 

corresponds to the diffraction from the (0 1 3) plane, while the other peaks determined at 

30.5° and 44.8° were indexed with the (1 1 0) and (0 2 2) planes, respectively. All the peaks 

were indexed and compared with the standard ICDD data card of SnS (ICDD file no. 001-

0984), and the crystal structure was found to be orthorhombic. The intense peak observed 

for CdS thin films was at 51.8°, associated with the (3 1 1) plane of cubic CdS. The miller 

planes (1 1 1) and (2 0 0) correspond to the minor peaks at 26.7° and 30.9°, respectively. 

The peaks from the XRD pattern were indexed using the cubic CdS standard card (ICDD 

file no. 065-2877). Figure 3.7 shows the variation of intensity of the different peaks of SnS 

and CdS thin films. It was found that the intensity of the XRD peaks increased with the pH 

value of the bath solution for both SnS and CdS films.  

3.3.2.1 Williamson–Hall method 

The literature contains numerous techniques for calculating crystallite size and lattice strain. 

Williamson and Hall is the approach that is most frequently applied among those strategies. 

This means that the line broadening caused by strain and particle size is independent of one 

another and has a Cauchy-like profile; the observed line width is just the sum of the breadth 

caused by lattice strain and crystallite size [114]. The Williamson-Hall plots were drawn to 

determine the crystallite size and strain of the films. The width of the XRD peaks was due 

to two reasons, one from the crystallite size and the other from lattice strain broadening. The 

broadening is measured in terms of full width at the half maximum (β). 

𝛽𝑡𝑜𝑡𝑎𝑙 = 𝛽𝑐𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑡𝑒 𝑠𝑖𝑧𝑒 + 𝛽𝑚𝑖𝑐𝑟𝑜 𝑠𝑡𝑟𝑎𝑖𝑛       (3.1) 

The Scherrer equation can be used to calculate the crystallite size broadening while the other 

uses the strain equation. 

𝛽𝑡𝑜𝑡𝑎𝑙 =
𝑘𝜆

𝐷 𝑐𝑜𝑠𝜃
  + 4𝜀 𝑡𝑎𝑛𝜃     (3.2) 

In the equation (3.2), k is the shape factor of the value 0.9, λ is the wavelength of the x-ray, 

which is 1.5406 Å, D is the crystallite size, θ is the Bragg angle, and ε is the micro strain of 

the lattice. A straight-line equation can be obtained by rearranging this equation. 



 

Chapter 3 

50 

 

𝛽𝑡𝑜𝑡𝑎𝑙 =
𝑘𝜆

𝐷 𝑐𝑜𝑠𝜃
  + 4𝜀 

𝑠𝑖𝑛𝜃

𝑐𝑜𝑠𝜃
               (3.3) 

                             𝛽𝑡𝑜𝑡𝑎𝑙𝑐𝑜𝑠𝜃 =  𝜀 4𝑠𝑖𝑛𝜃 +
kλ

D 
      (3.4)                

Now equation (3.4) is in the form of the straight-line equation y = mx + c, where m and c 

are the slope and intercept, respectively. A straight line with microstrain (ε) as the slope and 

kλ/D as the intercept can be obtained by drawing a graph with 4sinθ on the x-axis and 

βtotalcosθ on the y-axis [30,31]. As long as the values of k and are known, the crystallite size 

can be calculated from the intercept. 

  Figures 3.8 and 3.9 show the Williamson-Hall plots of samples prepared from different 

bath solutions with varying pH values for SnS and CdS thin films, respectively. As by 

equation (3.4), the microstrain and the crystallite size were obtained from the slope and the 

intercept of the straight line that was linearly fitted to the obtained points. The crystallite size 

was found to be 19.3 nm, 33.9 nm, and 37.2 nm for the pH values of 9.8, 9.9, and 10 for SnS 

thin films, respectively. For CdS thin films, it was found to be 15.2 nm, 16.2 nm, and 19.47 

nm for the pH values of 11.3, 11.4, and 11.5. Figure 3.10 shows the variation the crystallite 

size with the pH values of the bath solution. It was observed that as the pH increased, the 

crystallite size increased, which in turn enhanced crystallinity. Moreover, as pH rises, OH-

ions from the ammonia solution increase, which causes more cations to get into the solution, 

making the thin film more homogeneous and crystalline. 

 The slope of the fitted line gives the micro strain, and it was found to have positive values 

showing lattice expansion. The internal stress during the formation of the thin film causes a 

change in the crystallization, and this deformation is termed as microstrain. The microstrain 

values were 0.00226, 0.00384, and 0.00443 for the pH values of the bath solution, which 

were 9.8, 9.9, and 10 for SnS thin films, respectively. Figure 3.11 (a) shows the variation of 

the lattice stain of the SnS thin films with the pH of the bath solution. This is because, as 

mentioned above, as pH increases, more tin ions get into the solution and make the film 

denser, which is consistent with the FESEM images. This increase in density increases the 

strain in the lattice. 
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Figure 3.6 X-ray diffraction pattern of (a) SnS and (b) CdS thin films for 

different pH of the bath solution. 
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Figure 3.7  Intensity variation of XRD peaks with pH (a) SnS and (b) CdS 
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Figure 3.8 Williamson-Hall plots of SnS for different pH of the bath solution 
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Figure 3.9 Williamson-Hall plots of CdS for different pH of the bath solution 
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For the CdS thin films, it was found to be 0.00114, 0.00129, and 0.00209 for the pH values 

of 11.3, 11.4, and 11.5. From figure 3.11 (b) the microstrain of the CdS thin films also 

increases as the pH of the solution increases because more cations in the solution increase 

the density of the thin films, which causes an increase in the strain. The XRD data points are 

tabulated in table 3.1. 

 

Figure 3.11 Variation of crystallite size with pH (a) SnS (b) CdS 

Figure 3.10 Variation of lattice strain with pH (a) SnS (b) CdS 
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Table 3.1 XRD data table of SnS and CdS thin films with varying pH values. 

 

3.3.3 Raman Analysis 

The Raman spectra of SnS and CdS thin films are shown in Figures 3.12 (a) and (b), 

respectively. The prominent peaks related to SnS phonon modes are clearly observed at 94 

cm-1 (Ag), 160 cm-1 (B2g), and 221 cm-1 (Ag) in the spectra.  To become more knowledgeable 

about the scientific literature, a description of the nomenclature used in group theory and 

vibrational spectroscopy has been given. The symmetry species of a system is represented 

by Mulliken shorthand symbols. The species represented by A is symmetric with regard to 

the primary axis of symmetry, and B is in opposition to the primary axis of symmetry. E 

represents a two-dimensional, irreducible, double-degenerate representation, and T 

represents a three-dimensional, irreducible, triple-degenerate representation. g and u depict 

those that are symmetric and antisymmetric with respect to a center of symmetry 

 
pH values 

2theta Miller 
planes 

Microstrain Crystallite 
size (nm) Observed (°) Standard (°) 

S
n

S
 

9.8 

30.5 30.5 (1 1 0) 

0.0023 19.3 31.5 31.6 (0 1 3) 

44.3 44.8 (0 2 2) 

9.9 

30.6 30.5 (1 1 0) 

0.0038 33.9 31.6 31.6 (0 1 3) 

44.3 44.8 (0 2 2) 

10 

30.5 30.5 (1 1 0) 

0.0044 37.2 31.7 31.6 (0 1 3) 

44.3 44.8 (0 2 2) 

C
d
S

 

11.3 

26.9 26.7 (1 1 1) 

0.0011 15.2 29.3 30.9 (2 2 0) 

51.8 52.5 (1 1 3) 

11.4 

26.8 26.7 (1 1 1) 

0.0013 16.2 29.1 30.9 (2 2 0) 

51.8 52.5 (1 1 3) 

11.5 

26.8 26.7 (1 1 1) 

0.0021 19.5 29.3 30.9 (2 2 0) 

51.7 52.5 (1 1 3) 
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respectively. A subscript 1 shows that the system is symmetric with respect to an axis that is 

perpendicular to the principal axis, and a subscript 2 represents that which is antisymmetric 

[116]. During the interaction of radiation with the lattice it vibrates and this vibration can be 

longitudinal (L) or transverse (T). Lattice vibrations can be low in energy which is termed 

as acoustic and high energy as optic [117]. 

The B2g mode represents the interaction through the interlayer b axis, whereas the Ag mode 

indicates the symmetric Sn-S bond stretching in the a-c plane. The spectra are comparable 

to those of the bulk crystal and concur with past studies on SnS thin films. These results 

suggest that a SnS thin film with good crystallinity has been synthesized on the glass 

substrate. Among the Ag modes identified, the peak at 221 cm-1 was attributed to the 

longitudinal optical (LO) mode, while the peak at 94 cm-1 was assigned to the transverse 

optical (TO) mode [51]. The films made from bath solutions with high pH values were found 

to have strong and sharp Raman line intensities, emphasizing good formation in these films. 

The peak intensities of the SnS thin films increase as the pH of the bath solution increases, 

which is consistent with the XRD patterns displayed in figure 3.5 (a).  

Figure 3.12 (b) depicts two distinct bands in the Raman spectra of CdS films at various pH 

values. These two peaks, which were observed at 300 cm-1 and 600 cm-1, respectively, 

represent the CdS crystal's first and second-order longitudinal optical phonon (LO) modes. 

The results match those of the bulk crystal and are consistent with earlier studies on CdS 

thin films [32,33]. 

 The intensity of different Raman peaks of SnS and CdS for different pH values are displayed 

figure 3.13(a) and (b) respectively. The Raman peak intensities of both films rose as the pH 

values increased, which is consistent with the XRD patterns in figure 3.5 (b). It should be 

noted that the Raman spectra may be noticeably affected by the larger crystallite size of the 

SnS phase in thin films. It is well known that the number of scattering centers in the volume 

of the sample illuminated by the laser beam directly relates to the intensity of the Raman 

scattering. Xu et al. [120] revealed this influence of crystallite size on the Raman spectra, 

where Raman peaks were shown to be stronger and sharper [121] as the grain size increased. 
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Figure 3.12 Raman analysis of SnS (a) and CdS (b) films deposited with various pH of the 

bath solution 
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Figure 3.13 Intensity of Raman peaks (a) SnS and (b) CdS 
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3.3.4 Optical properties 

Figures 3.14 (a) and (b) show the absorption spectra (inset) and tau plot of SnS and CdS thin 

films prepared at different pH values of the source solutions. The absorption spectra showed 

a red shift as pH values increased for both SnS and CdS thin films. 

  

  

 

 

 

 

 

Figure 3.14 Absorption spectra (inset) and Tauc plots of SnS (a) and CdS (b) films 

deposited with various pH of the bath solution 
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The tauc relation connecting bandgap energy and absorption coefficient (α) is given as αhυ 

= A (hυ- Eg) n Where A denotes a constant, h denotes photon energy, υ the frequency, Eg 

denotes the allowed energy gap, and n = 1/2 denotes the allowed direct transition as 

mentioned in chapter 2. For a direct bandgap semiconductor, a tauc plot is drawn with hυ on 

x the axis and (αhυ)2 on the y axis. The presence of the linear portion in the curve indicates 

the presence of a direct optical transition in the material.  

SnS thin films had band gaps of 1.71 eV, 1.68 eV, and 1.52 eV, corresponding to pH values 

of 9.8, 9.9, and 10, respectively. CdS, on the other hand, had larger band gaps of 2.37 eV, 

2.01 eV, and 1.89 eV for pH values of 11.3, 11.4, and 11.5, respectively. Due to its wider 

optical band gap, CdS can be used as a window layer for the solar cells. Similarly, moderate 

values of band gap in SnS thin films make them suitable candidates for absorber layers. 

Figure 3.15 shows the variation of optical bandgap with the pH of the bath solution. The 

energy band gap can be determined by extrapolating the straight portion of the plot to the 

energy axis. The energy gap increases as the pH of the bath solutions decreases for both SnS 

and CdS. The increase in the energy gap may be due to the existence of grain boundaries in 

the polycrystalline structures, which results in free carrier concentrations and the existence 

of potentials in the boundaries. Therefore, an electric field was formed, and the band gap 

increased. It's possible that the decreasing band gap may be due to larger grains and this 

result in improved crystallinity [106]. 

Figure 3.15 Variation of optical bandgap of (a) SnS and (b) CdS with pH 
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3.3.5 Morphological studies 

Figure 3.16 displays FESEM images of the SnS and CdS films. All the films formed were 

crack free, homogeneous and continuous.  

Figure 3.16 Field emission scanning electron microscopy (FESEM) images of (a-c) SnS 

and (d-f) CdS thin films deposited with various pH of the bath solution 
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While analyzing the morphology of SnS films (figures 3.14 (a)–(c)), it was evident that the 

number of clumps in the film increased and more homogeneous structures formed at higher 

pH levels. Additionally, it was discovered that the density of clusters gathered at the lowest 

pH level of 9.8 was low, leaving voids and creating a more porous structure.  

Figure 3.14 (d)–(f) depicts the surface morphology of a CdS thin film, which displayed a 

well-adhered, homogeneous, densely packed, and pinhole-free film. The micrograph also 

revealed that the films were continuous and had a flake-like morphology. As the pH of the 

bath solution increased, the interconnected nanoflakes were observed to develop an 

asymmetrical nanosheet-like morphology and spread throughout the surface. 

3.3.6 Compositional analysis 

Figure 3.17 (a)–(c) indicates the EDS spectra of SnS thin films with various pH values 

showing the presence of Sn and S peaks. The other unnamed peaks arise from the substrate 

used. No other contaminant peaks showed up in the spectra.  

When a sample is irradiated with highly energetic beam of electrons then a characteristic X-ray is 

generated. Due to irradiation when an electron is excited from the inner shell of its parent atom, the 

vacant place is occupied by the higher energy electron from the outer shell and the energy difference 

between the two shells is emitted as an X-ray. The joule of energy liberated in electron transfer is 

dependent upon from which shell it is transferring to which shell. Emitted X-rays energy as well as 

number through specimen is obtainable by an energy dispersive spectrometer. Because the energy 

(wavelength) of these emitted X-rays is unique to the element from which they originate, 

they are referred to as characteristic X-rays. Thus, elemental analysis can be done using this 

method. The distinctive X-rays released by excited K-shell electrons are known as "K 

Lines," whereas those emitted by excited L and M shell electrons are known as "L Lines" 

and "M Lines," respectively [100]. The typical EDS spectra of the CdS thin films for 

different pH values of bath solution are given in Figure 3.18 (d)–(f). The cadmium (Cd) and 

sulphur (S) peaks are clearly visible in the spectra, and other contaminant peaks were absent. 

The atomic ratios of Sn/S and Cd/S obtained were greater than the expected stoichiometric 

ratio of unity, which indicates the surface of the sample was rich in metal. Both SnS and 

CdS thin films go to a metal rich composition with increasing pH values of the bath solution.  
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Figure 3.17 EDS images of SnS thin films (a-c) deposited with various pH of the bath 

solution 
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Figure 3.18 EDS images of CdS thin films (a-c) deposited with various pH of the bath 

solution 
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This finding is consistent with the fact that as the pH of the solution increased, the OH-ions 

liberated more and more cations into the solution 

3.3.7 I-V characterization 

Finally, a SnS based solar cell was fabricated using commercial ITO (Indium Tin Oxide) as 

the front contact, CdS as an n-type semiconductor, SnS as a p-type semiconductor, and silver 

paint as the back contact (ITO/CdS/SnS/Ag). I-V characterization for different combinations 

of pH values is shown in figure 3.19 The table 3.2 shows the open circuit voltage (Voc), 

short circuit current (Jsc) and efficiency for all the combinations. Better cell performance 

was exhibited by the heterojunction fabricated with the combination of SnS with the highest 

pH value (pH = 10) and CdS with the lowest pH value (pH = 11.3) with a conversion 

efficiency of 0.12×10-3 %. The short circuit voltage of the cell produced is on par with the 

highest reported efficiency of SnS based solar cell [60]. But the current produced by the cell 

is very low. This may be due to the recombination of photo carriers in SnS thin films. The 

characteristics of the cell's components need to be optimized upstream in order to increase 

the output photovoltaic performance. The optimal selection of n type layer and proper pH of 

the solution which in turn determines the structural, optical, morphological and 

compositional can achieve this [35].  

Voc value mainly depend on the crystallinity and the band gap of the absorber layer which 

is better for the SnS thin films prepared from the bath solution with pH value 10. The value 

of Isc mainly depends on the density of photons that reaches the junction which is possible 

when the window layer has wider band gap. In this combination, SnS thin films have the 

high crystallinity, morphological uniformity, lowest band gap, and high absorption required 

for an absorber layer, while the CdS film has the highest band gap and lowest absorption, 

making it suitable for a window layer[60], [108], [122], [123].  

Generally, poor photovoltaic efficiency is exhibited by SnS-based solar cells for a number 

of reasons, including insufficient CBO (Conduction Band Offset), carrier recombination, 

high resistivity of SnS thin film, sulphur vacancies, low thickness, etc.[13], [39]. A better-

quality films cans be produced by annealing, which is discussed in chapter 4. The light  
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 trapping techniques like back reflectors and anti-reflective coatings can be used to get a 

better performance which is discussed in chapter 6. 

Table 3.2 The cell parameters of SnS/CdS photovoltaic cell 

 

SnS (pH) CdS (pH) Voc (mV) Jsc(mA/m2) Efficiency (%) 

10 11.3 390 1.62 0.120*10-3 

10 11.4 383 1.43 0.040*10-3 

10 11.5 370 0.64 0.036*10-3 

9.9 11.3 365 0.32 0.026*10-3 

9.9 11.4 350 0.29 0.013*10-3 

9.9 11.5 340 0.22 0.012*10-3 

9.8 11.3 334 0.16 0.011*10-3 

9.8 11.4 326 0.13 0.010*10-6 

9.8 11.5 312 0.092 0.003*10-3 

Figure 3.19 I-V characteristics of SnS/CdS photovoltaic cell 
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3.4 Conclusion 

SnS and CdS thin films were synthesized chemically for different pH values of bath 

solutions. The optimal pH values for SnS film formation were 9.8, 9.9, and 10, while the pH 

values for CdS were 11.3, 11.4, and 11.5. Film formation did not take place outside this pH 

range at ambient conditions. The structural, morphological, optical, and chemical 

characterization revealed changes in the thin film properties with the pH variation. Structural 

analysis showed an increase in crystallite size for SnS and CdS as the pH of the solution 

increased. The optical band gap was found to decrease as the pH of the solution increased 

for both materials. Morphological studies showed that the film became more continuous and 

uniform as the pH of the bath solution increased. The atomic weight of metal increased as 

the pH increased, according to the EDS spectra of both films. Photovoltaic cells were 

fabricated with an ITO/CdS/SnS/Ag configuration, where the SnS thin film deposited at pH 

= 10 and the CdS film deposited at pH = 11.3 showed better performance. It was observed 

that the pH of the bath solution has an effect on the efficiency of the photovoltaic cell. Even 

though, the cell performance of the fabricated heterojunction was poor, the successful 

formation of the p-n junction was confirmed. However, SnS thin films are potential 

candidates for solar cells, and trials can be made to improve the solar cell's performance by 

optimizing the cell configuration. 
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Chapter 4  

Effect of annealing on SnS thin films 

4.1 Introduction  

Various scholars have claimed that the structural, optical, morphological, and chemical 

characteristics of the various constituent layers have an impact on the efficiency of thin film 

solar cells, especially the absorber layer [105]. T. Ben. Nasr et al. [113] suggested that the 

physical properties of the ZnS thin film can be modulated, and Melda Francis et al. [112] 

studied the effect of annealing on the structural and optical properties of the chemically 

prepared Cu2Se thin films. In this work, SnS thin films were prepared chemically and 

annealed at four different temperatures. The effect of annealing temperature on the 

properties of SnS thin film was investigated. SnS/CdS heterojunctions were fabricated, and 

the performance of the cells was also evaluated. 

4.2 Materials and methods 

The pH of the bath solution was optimized as 10 for SnS thin film formation. Glass substrates 

that had been completely cleaned were submerged in the final solution after the requisite 

amount of ammonia had been added. The final solution had been brought to 100 ml by the 

addition of deionized water. The initially clear solution darkened gradually to yellow, then 

to chocolate brown. After six hours at room temperature, the SnS thin film with a dark brown 

colour was produced. The formed films were annealed in muffle furnace for different 

temperatures. In a muffle furnace or muffle oven shown in figure 2.1, the subject material is 

kept separate from the fuel and all combustion byproducts, such as gases and flying ash. The 

films were characterized after a half hour of annealing at 100°C, 150°C, 200°C, and 250°C.  

Firstly, the SnS thin film was coated and annealed as mentioned before, followed by the 

deposition of CdS. A thin silver contact was drawn above the heterojunction using silver 

paste. The I-V characteristics were studied using a Keithley source meter. 
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4.3 Results and Discussion 

The annealed samples are characterized using XRD, Raman spectroscopy, UV-Vis 

spectrometer, FESEM and EDS. The I V Characteristics of the cell formed were done using 

Keithley Source meter.  

4.3.1 Structural properties 

SnS samples as prepared and those annealed at 100°C, 150°C, 200°C, and 250°C are displayed 

in figure 4.2. In SnS thin films, an intense peak was observed at a 2 value of 31.6  which, 

corresponds to the diffraction from the (0 1 3) plane for the films as prepared and those that 

were annealed at 100 °C. But for those annealed at 150°C and 200°C, the preferred orientation 

changes to the (1 1 0) plane related to the 2theta value of 30.5 °, while the other peaks determined 

at 26.9°, 30.5°, and 44.5° were indexed with the (0 1 2), (1 1 0) and (0 2 2) planes, 

respectively. All the peaks were indexed and compared with the standard ICDD data card of 

SnS (ICDD file no. 001-0984), and the crystal structure was found to be orthorhombic. The 

peaks become sharper and more intense on annealing, which shows a better crystallinity 

[106]. The samples annealed at 250°C showed no peaks of SnS. This may be because the 

Figure 4.1 Muffle furnace 
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sulphur in the sample may have escaped at a temperature of 250 °C, causing the breaking of 

the stoichiometry of SnS. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2 The X-ray diffraction patterns of the SnS thin films annealed at different 

temperatures 

Figure 4.3 The intensity variation of XRD peaks with annealing temperature 
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4.3.1.1 Williamson–Hall method 

Figure 4.4 depicts the W-H plot of as-prepared and annealed samples at temperatures of 100 

°C, 150°C, and 200°C. 

 

Figure 4.4 Williamson-Hall plots of SnS thin films annealed at different temperature. 
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Table 4.1 XRD data of SnS thin films annealed at different temperatures 

 

 

 

 

 

 

 

 

 

 

 

 

 

Annealing 

temperature 

(°C) 

2theta Miller 

planes 

Microstrain Crystallite 

size (nm) 
Observed (°) Standard (°) 

As prepared 

30.5 30.5 (1 1 0) 

0.0044 37 31.5 31.6 (0 1 3) 

44.3 44.8 (0 2 2) 

100 

26.4 26.0 (0 1 2) 

0.0040 38.8 
30.6 30.5 (1 1 0) 

31.7 31.6 (0 1 3) 

44.3 44.8 (0 2 2) 

150 

26.5 26.0 (0 1 2) 

0.0036 47.7 
30.7 30.5 (1 1 0) 

31.7 31.6 (0 1 3) 

44.3 44.8 (0 2 2) 

200 

26.5 26.0 (0 1 2) 

0.0035 48.8 
30.8 30.5 (1 1 0) 

31.7 31.6 (0 1 3) 

44.2 44.8 (0 2 2) 

Figure 4.5 Variation of crystallite size and lattice size with annealing temperature 
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The crystallite sizes were found to be 37 nm, 38.8 nm, 47.7 nm, and 48.8 nm, respectively, 

for those as prepared and those with annealing temperatures of 100°C, 150°C, and 200°C. 

The annealing helps to decrease the dislocations in the thin films and increases the crystallite 

size. The micro strain was determined to be 0.0043, 0.004, 0.0036, and 0.0035 for the as 

prepared and for annealing temperatures of 100°C, 150°C, and 200°C, respectively.  

Figure 4.5 displays the variation of crystallite size and lattice strain with the annealing 

temperature. The reduction of the grain boundary, the elimination of deformation, and the 

removal of crystal defects could possibly be responsible for the increase in crystallite size, 

which indicates that the degree of perfection of the grains has increased. Thus, the reduction 

in the lattice imperfection reduces the strain in the lattice. Table 4.1 shows the XRD data of 

SnS thin films annealed at different temperature. 

 4.3.2 Raman analysis 

Figure 4.6 displays the Raman spectra of SnS thin films.  

Figure 4.6 Raman analysis of SnS thin films annealed at different temperature 
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Prominent peaks related to SnS phonon modes are clearly observed at 94 cm-1 (Ag), 162 cm-

1 (B2g), and 220 cm-1 (Ag) in the spectra. The B2g mode represents the interaction through 

the interlayer b axis, whereas the Ag mode indicates the symmetric Sn-S bond stretching in 

the a-c plane. Among the Ag modes identified, the peak at 220 cm-1 was attributed to the 

longitudinal optical (LO) mode, while the peak at 93 cm-1 was assigned to the transverse 

optical (TO) mode [51][124]. The spectra are comparable to those of the bulk crystal and 

concur with past studies on SnS thin films. These results suggest that a SnS thin film with 

good crystallinity has been synthesized on the glass substrate 

 

 

Figure 4.7 displays the variation of intensity with annealing temperature. The intensity of 

Raman lines was found to be high and sharp for the films annealed at 200°C, which 

emphasizes improved crystallinity in these films and is consistent with the XRD patterns in 

figure 1. It appears that the SnS peak shows the largest value when annealed at 200°C. In 

Figure 4.7 Intensity variation of Raman peaks with annealing temperature 
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contrast, the SnS peaks disappear at 250°C or higher temperatures, while they have a 

considerable intensity at 200°C and below. 

4.3.3 Optical properties 

Figure 4.7 shows the absorption spectra (inset) and Tauc plot of SnS thin films for as 

prepared and annealed samples. The absorption spectra showed a red shift as the annealing 

temperature increased.  

 

 

The band gaps of SnS thin films were 1.47 eV, 1.24 eV, 1.18 eV and 1.15 eV corresponding 

to the as prepared and those annealed at 100°C, 150°C, and 200°C, respectively. Figure 4.8 

shows the variation of the optical bandgap with annealing temperature. The energy gap 

increases with a decrease in the annealing temperature. The presence of grain boundaries in 

polycrystalline structures, which produce free carrier concentrations and the presence of 

potentials in the boundaries, may be the cause of the expanding energy gap. As a result, an 

Figure 4.8 Absorption spectra (inset) and Tauc plots of SnS films as prepared and annealed 

at different temperatures. 
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electric field was created, which caused the band gap to widen.  The film annealed at 200°C 

has a band gap of 1.15 eV, which is appropriate for an absorber layer for effective light 

absorption.   

 

 

4.3.4 Morphological studies 

The FESEM images of the SnS films are shown in Figure 4.10. The morphology of SnS 

films (figure 4.10(a)-(d) revealed that as-deposited layers contain a lot of smaller needle-

shaped grains, and as the annealing temperature rises, the grain size increases at the expense 

of the smaller crystals. The films exhibit considerable growth in three dimensions. These 

SEM photos clearly show that annealing causes grain development to switch from a needle-

like to a plate-like structure. At 200°C, the grains achieve their stable position with improved 

crystallinity. The reduction of grain boundaries is related to the improvement in crystallinity 

and grain size at higher temperatures. The films that have been annealed at 200°C are 

Figure 4.9 Variation of optical bandgap with annealing temperature 
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uniform, smooth, and have a dense surface structure with larger grains than the films that 

were initially deposited 

 

4.3.5 Compositional analysis  

The EDS spectra of SnS thin films at various annealing temperatures are shown in Figure 

4.11 (a)–(d), demonstrating the presence of Sn and S peaks. The substrates employed give 

rise to the other unlabeled peaks. The spectra contained no further contamination peaks. The 

Sn/S atomic ratios found were higher than the predicted stoichiometric ratio of unity, 

indicating that the sample's surface was metal rich. As the annealing temperature increases, 

the atomic weight percentage of sulphur decreases. This is because the sulphur may have 

escaped from the sample with the increase in temperature. 

Figure 4.10 Field emission scanning electron microscopy (FESEM) images of SnS 
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            Figure 4.11 EDAX images of SnS thin films annealed at different temperatures. 

4.3.6 I-V characterization 

In the end, a SnS-based solar cell was created using ITO (Indium Tin Oxide) sold 

commercially as the back contact, CdS as the n-type semiconductor, SnS as the p-type 

semiconductor, and silver paint as the front contact (ITO/SnS/CdS/Ag). When the as-

prepared SnS films were used as a p-type layer, their efficiency was 0.12 × 10-3 % and the 

photocurrent was in the order of 10-4 mA, which was very low. Then SnS film annealed at 

200°C was selected as the p-type material because it demonstrated the best crystallinity 

among the annealed films. Figure 7 displays the I-V characterization for the aforementioned 

combination. The open circuit voltage (Voc), short circuit current (Isc), maximum power 

and current, fill factor, and efficiency are shown in the table that is displayed as an inset in 

the picture. A 0.01% efficiency was achieved. This is far better than the configuration made 

out of as-prepared SnS film. Still, the efficiency has to be improved.The insufficient CBO 

(Conduction Band Offset), carrier recombination, high resistivity of SnS thin film, sulphur 

vacancies, low thickness, etc. may all contribute to the poor performance[13], [39]. Another 
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reason may be due to the loss of photons, which can be enhanced using anti-reflective 

coatings at the front and reflective coatings at the rear end of the configuration.  

 

Figure 4.12 I-V characteristics of SnS/CdS photovoltaic cell. 

4.4 Conclusion 

The chemically created SnS thin films were subjected to various annealing temperatures. 

The ideal annealing temperature for SnS was determined to be 200°C. No peaks were visible 

in the films' annealed at 250°C XRD or Raman spectra. The structural, morphological, 

optical, and chemical characterization demonstrated that variations in the annealing 

temperature led to modifications in the thin film properties. The films' crystallite size grew 

as the annealing temperature rose, according to structural analyses. It was discovered that 

when the annealing solution's temperature rose, the optical band gap shrank. With annealing, 

morphological tests revealed that the film became denser and the needle-shaped morphology 

changed to a plate-shaped one, increasing the grain size. The atomic weight of sulphur 

dropped as the annealing temperature rose, according to EDS spectra. ITO/SnS/CdS/Ag 

configuration were employed in the construction of photovoltaic cells, and a thin SnS film 
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that had been annealed at 200°C served as the absorber layer. The efficiency of the solar cell 

was found to be impacted by the annealing of the film. An increase in efficiency was seen 

by annealing the SnS thin film. This technique is an inexpensive way to produce SnS thin 

films for the absorber layer of solar cells. 
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Chapter 5   

Simulation of 1D Photonic Crystals 

5.1 Introduction 

Modern advanced electronic, optoelectronic, and photonic devices are in demand for 

multilayer thin film structures, which are also considered as 1D photonic crystals (PC) 

[42][125]. Photonic crystals are considered the optical analogue of crystals, in which atoms 

are replaced by macroscopic periodic dielectric structures. If the periodicity is only in one 

direction, it is considered a 1D PC; in two directions, a 2D PC; and if it extends in three 

directions, a 3D PC. We get complete PBG; that is, the gap extends to cover all propagation 

directions for 3D PC. [70]. As the lattice in crystals prohibits the propagation of electrons 

with certain energy, the photonic crystals also prevent electromagnetic radiation with a 

specific frequency. This gap in the photonic band structure is termed the "photonic band 

gap" (PBG) [126], [127]. A small amount of disorder will not destroy the PBG but will allow 

localized modes to exist within the gap, which can be utilised for wave guiding. Vertical 

cavity surface emitting diodes, waveguides, sophisticated solar cells, and other devices all 

use this method of light manipulation [128].  

 It is preferable to optimize the PC's design on the computer before building it. They 

are favorable for computation because the length scales are not too small, and the Maxwell 

equations that govern the propagation of electromagnetic radiation through the PC are 

practically exact [129]. The programs called MIT electromagnetic equation propagation 

(MEEP) were used for computing transmission spectra. Meep implements the finite-

difference time-domain (FDTD) method. This is a widely used technique in which space 

and time are divided into a discrete grid and the derivatives of the Maxwell equation are 

approximated using discrete time steps. This approach can imitate many real-world issues 

almost identically since it gets closer and closer to the true continuous equations as the grid 

and time increments are made finer and finer [130].  
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5.2 Theory of photonic crystals 

5.2.1 Master equation from Maxwell’s equation. 

The four Maxwell's equations control how light moves through photonic crystals. 

▽ . B = 0      (5.1) 

▽ . D = ⍴      (5.2) 

▽ × E = - 
𝜕𝐵

𝜕𝑡
        (5.3) 

▽ × H = J + 
𝜕𝐷

𝜕𝑡
       (5.4) 

Where ρ and J are the free charge and current densities, E and H are the macroscopic electric 

and magnetic fields, D is the displacement field, B is the magnetic induction field, and so 

forth. 

We place some limitations on the media that will be taken into consideration in the interest 

of simplicity. First, it is expected that the medium is free of free charges and currents, 

homogenous, and time-invariant within regions of the same material. Furthermore, we limit 

ourselves to linear, isotropic, and non-dispersive materials. According to linearity, E and H 

are connected to D and B by constitutive relations. excluding all but the fields' first order 

words, which we express 

   D(r) = ɛ0 ɛ (r) E(r)     (5.5) 

B(r) = µ0µ (r) H(r)     (5.6) 

In isotropic and non-dispersive media, relative permittivity and permeability are constant 

scalars. Vacuum permittivity and permeability are represented by ɛ₀ and µ₀, respectively. 

Since only non-magnetic materials will be taken into account from this point on, µ = 1. The 

presumption of transparent media, such that is both real and positive, is a last restriction. 

Since Maxwell's equations are linear, it is possible to expand them into a collection of 

harmonic modes in order to isolate the fields' time dependence from their spatial 
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dependency. A spatial pattern that changes harmonically throughout time is how the fields 

are express 

H(r,t) = H(r) 𝑒−𝑖𝜔𝑡      (5.7) 

E(r,t) = E(r) 𝑒−𝑖𝜔𝑡       (5.8) 

Notably, the physical fields will be the real part of these fields, which are today defined 

mathematically as complex valued functions.  

Applying the previously established medium requirements while incorporating the 

aforementioned two equations into Maxwell's equations (5.1) and (5.2), we arrive at 

▽. H(r) = 0,      ▽. [ɛ(r) E(r)] = 0     (5.9)                      

These equations provide significant constraints on the fields, which can be understood in 

one of two ways. They first assert that there are neither point sources nor sinks of H nor D. 

Second, equation (5.9), which assumes a plane wave H(r) = an exp(ik.r), demands that a k = 

0. Equation (5.9) is referred to as the transversality criterion since it states that 

electromagnetic waves must be transverse to create the fields. 

We may decouple Maxwell's equations into a wave equation wholly written in H(r) by taking 

the curl of equation (4) and merging it with equation (3): 

∇ × (
1

𝜀(𝒓)
∇ × 𝑯(𝒓)) = (

𝜔

𝑐
)

2

𝑯(𝒓)     (5.10) 

The vacuum speed of light, denoted by the formula c = 1 √⁄ ɛ₀µ₀, is the factor c. Since it 

defines all features of H(r), along with the transversality criterion, equation (5.10) will be 

referred to as the master equation. 

The master equation is an eigenvalue problem, with the eigenvalues being (ω/c)2 and the 

eigenfunctions being H(r). For convenience, the differential operator Θ̂ on the left side will 

be combined into an operator that is defined as 

 ∇ × (
1

𝜀(𝒓)
) ∇ ×      (5.11) 
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Many characteristics of electromagnetic eigenmodes can be understood immediately from 

those of Θ̂. It follows that every linear combination of the master equation's solutions will 

be a solution since the operator is linear. Additionally, like the Hamiltonian in quantum 

physics, Θ̂ is a Hermitian operator. 

A number of significant inferences that may be made regarding H(r) and the eigenvalues 

(ω/c)2 as a result of the fact that Θ̂ is Hermitian, including mode orthogonality, the 

requirement that the eigenvalues be real, and the possibility of obtaining the eigenmodes 

using a variational principle [131], [132]. 

5.2.2 Electromagnetic variational principle 

Despite the complexity of harmonic modes in a dielectric media, there is a straightforward 

approach to comprehend some of their qualitative characteristics. Generally speaking, a 

mode, while staying orthogonal to the modes below it in frequency, tends to focus its 

electric-field energy in areas of high dielectric constant. The electromagnetic variational 

theorem, which is comparable to the variational principle of quantum physics, can explicitly 

define this valuable yet ambiguous idea. In specifically, the field pattern that minimises the 

functional has the lowest frequency mode and the smallest eigenvalue, which is (ω/c)2. 

𝑓(𝐻) =
(𝐻,Θ̂𝐻)

(𝐻,𝐻)
      (5.12) 

When H and Θ̂𝐻 from Maxwell's equation are substituted for in the master equation, we 

obtain 

𝑓(𝐻) =
(∇×𝐸,∇×𝐸)

(𝐸,𝜀(𝑟)𝐸)
=

∫ 𝑑3𝑟|∇×𝐸(𝑟)|2

∫ 𝑑3𝑟𝜀(𝑟)|𝐸(𝑟)|2
    (5.13) 

By the variational principle, f(H) should be kept as orthogonal to lower frequency as 

possible, and f should concentrate E in high-frequency areas to reduce oscillations. Equation 

(5.133), when minimised, requires a big denominator and a small numerator.   The numerator 

is modest if there are few spatial oscillations in the field pattern, while a large denominator 

is obtained by concentrating the electric field energy in high- areas. We shall be able to 

comprehend the band gap origin as well as the field distribution of modes in various types 
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of photonic crystals with the aid of these heuristic principles for the modes of Θ̂ [129], [133], 

[134]. 

5.2.3 Bloch’s theorem 

For a system with continuous translational symmetry, it remains unchanged by translation 

through a distance d, Â represents the continuous translational operator in the y direction 

and k is the wave vector.  

Â𝑒𝑖𝑘𝑦 =  𝑒𝑖𝑘(𝑦−𝑑) =  𝑒−𝑖𝑘𝑑𝑒𝑖𝑘𝑦     (5. 14) 

So in a homogeneous medium with continuous translational symmetry in all three directions 

the modes will have the form H(r) = H(r) =H0e
ik.r, H0 is a constant vector. These are plane 

waves polarized in the direction of H0.  

 

 

 

Figure 5.1 Discrete translational symmetry [107] 
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Photonic crystals have discrete translational symmetry; the system is invariant under 

translation through distances that are multiple of a basic length, d=la where a is the lattice 

constant. We have chosen discrete translational symmetry in x direction and continuous 

translational symmetry in y direction as shown in figure 5.2. Ĝ represents the discrete 

translational symmetry then 

Ĝ𝑒𝑖𝑘𝑥𝑥 =  𝑒𝑖𝑘𝑥(𝑥−𝑙𝑎) =  𝑒−𝑖𝑘𝑥𝑙𝑎𝑒𝑖𝑘𝑥𝑥    (5.15) 

From this equation it can be shown that kx and kx+2π/a have the same Eigen value. 

Analogues to crystal physics we call b=2π/a, x as primitive reciprocal lattice vector. So, in 

our system the modes will have the form  

𝐻(𝑟) =  𝑒𝑖𝑘𝑥𝑥𝑒𝑖𝑘𝑦𝑦𝑢𝑘𝑦
(𝑦, 𝑧)     (5.16) 

where uky is a periodic wavefunction. This discrete periodicity makes the H as the plane wave 

modulated by periodic function, this is Bloch’s theorem. The state with kx and kx + mb are 

identical where m is an integer. So, we can restrict the eigen value problem in the region -

π/a < kx < π/a and is known as Brillouin zone. This restriction makes discrete set of eigen 

values that is labelled by the band index n [135].  

5.2.4 Origin of photonic bandgap 

By taking into account the electric field mode profiles for the states immediately above and 

below the gap, the gap's physical origin can be understood. At k=a, which is the boundary 

of the Brillouin zone, the gap between the bands n=1 and n=2 appears as shown in figure 

5.2.  The waves' wavelength for k=a is 2a, which is twice the crystal's spatial period (also 

known as the lattice constant). 

A mode of this kind can be centered in one of two ways. The nodes can be placed in either 

the high or low layers, as shown in figures 5.3 (a) and 5.3 (b), respectively. Any other place 

would go against the unit cell's symmetry around its center. The high frequency modes have 

a bigger proportion of their energy in the low frequency areas, whereas the low frequency 

modes concentrate their energy in the high frequency regions. Given this, it is clear why 

there is a difference in frequency between the two scenarios. The mode immediately below 

the gap has a lower frequency than the following band, which has the majority of its energy 
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in the low dielectric areas as shown in figure 5.3 (d) and more of its energy concentrated in 

the high dielectric regions as shown in figure 5.3 (c). As a result, there is typically a gap 

between each set of bands, either at the periphery or the center of the Brillouin zone. For 

every dielectric contrast, the bandgap always manifests.  Energy will be concentrated in a 

region of low dielectric in the high band and high dielectric in the low band. A band gap is 

produced by the bands opposite movements [134].  

 

 

 

 

 

Figure 5.2 Band structure of photonic crystals [107] 
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Figure 5.3 Origin of photonic bandgap [107] 
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5.3 Simulation method 

To analyze dielectric structures, particularly photonic crystals, we can employ computational 

electromagnetic methods. In order to simulate the interaction of electromagnetic fields with 

a physical environment, computational electromagnetism approximates Maxwell's equations 

numerically. Prior to fabrication, optical structures like photonic crystals can be planned, 

simulated, and optimized using computers. The findings of simulations and experiments are 

frequently quite consistent. These computer techniques allow us to simulate how 

electromagnetic waves behave in complicated media. We can accomplish this in a number 

of ways. Each of these approaches begins with the Maxwell's equations and solves them 

numerically in a different way. Each technique, however, comes with built-in presumptions 

and limitations. As a result, using one strategy rather than another may be more appropriate 

for solving some situations. The Frequency Domain technique was employed in this project. 

5.3.1 Classification of computational electromagnetism 

The three kinds of computational photonics issues include time-domain simulations, 

frequency-domain eigenproblems, and frequency-domain responses. The following list 

outlines the unique qualities and restrictions of each category of approaches. In this project, 

just the first one will be applied. 

• Time Domain Simulations: By allowing the Maxwell's equations to change over time 

in a limited computational area, this technique simulates the entire set of time-

dependent Maxwell's equations. In what is basically a numerical experiment, the 

fields E(r, t) and H(r, t) are propagated in time, usually beginning with some time-

dependent current source J(r, t). The finite-difference time-domain (FDTD) approach 

is one particular and widely used method for time-domain simulations. 

• Frequency-Domain Eigenproblems: By rewriting equation as a finite matrix 

eigenproblem and employing linear algebraic methods to identify the first few 

eigenvectors and eigenvalues, band structures (k) and related field patterns can be 

discovered. The Bloch envelope of the magnetic field, is periodic in periodic 

dielectric media, necessitating only computation across the finite unit cell. The band 

structures and eigen fields of photonic crystals can thus be discovered using 
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frequency-domain eigenproblems, which are effective computational techniques. In 

general, the band structure (k) and the related fields are discovered by formulating 

the issue as a finite matrix eigenproblem Ax =ω2Bx   and using linear algebraic 

methods to identify some of the eigenvector x and eigenvalues ω2. 

• Frequency-Domain Responses: These methods are based on identifying the fields 

E(r)e-iωt and H(r)e-iωt that develop in response to a constant frequency current source, 

J(r)e-iωt. This technique allows for the determination of useful physical properties 

such as transmission and reflection via a finite structure at particular frequencies. 

Maxwell's equation can be made linear by including currents, which can then be 

discretized into N unknowns. Then, a N × N matrix equation appears that can be 

immediately or iteratively solved for the unknown fields. In general, the resulting 

fields are determined for a given current distribution J(x)e-iωt fixed frequency by 

formulating the issue as a finite matrix equation Ax = b and using linear algebraic 

methods to solve for x [132]. 

5.3.2 Finite-difference time-domain methods 

Those numerical methods that simulate the entire time-dependent Maxwell equation, 

propagating the fields in both space and time, are undoubtedly the most broadly applicable 

for electromagnetism. The finite time difference time domain approach, sometimes known 

as FDTD, is by far the most popular method for time domain simulations. The FDTD 

methods provide a finite rectangular grid to divide space and time. The propagation in time, 

in particular, adopts a leap-frog approach in which the E fields at time are computed from 

the E fields at time t-∆t. This method is mainly utilized to compute transmission and 

reflection spectra. It is able to compute the response of a linear system at many frequencies 

with a single computation by taking the Fourier transform of the response to a short pulse 

[136]. 

5.3.3 MEEP software 

With a wide range of applications, the MEEP software package uses the finite-difference 

time-domain (FDTD) approach to simulate electromagnetics. The letters MEEP stand for 

MIT electromagnetic equation propagation. Meep can compute lossy resonant modes, 
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rapidly compute a large number of ω's at once with a single brief pulse, and effectively 

extract modes from the interior of the spectrum (for example, in a band gap). It also supports 

metallic and absorbing materials. It can be used to solve a variety of optical issues, including 

those involving waveguides, resonator systems, and photonic crystals. It is Free and open-

source software under the GNU GPL with complete scriptability via Python, Scheme, or 

C++ APIs. The software can be installed in any Unix-like operating system such as Linux, 

macOS, and FreeBSD [130][137]. 

Units in MEEP: Meep uses dimensionless units in which constants like ε0, μ0 and c are 

unity. Practically speaking, the units usually cancel out as for computing quantities such as 

reflectance/transmittance spectra, resonant/mode frequencies, etc.) is expressed as a ratio. In 

particular, it is convenient to use scale-invariant units in electromagnetic problems since 

Maxwell's equations are scale invariant (multiplying all sizes by 10 just divides the 

corresponding frequencies by 10). This allows one to select a particular length scale that is 

distinctive of the system, such as a, and utilizing that as the unit of distance. Additionally, 

since c=1 in Meep units, a (or a/c) also serves as the unit of time. The frequency f in Meep 

is specifically given in units of c/a (or, alternatively, in units of 2c/a), which is equivalent to 

expressing f as 1/T: the inverse of the optical period T in units of a/c. Consider expressing a 

photonic structure, for instance, at infrared frequencies, where it is convenient to describe 

distances in microns. So, we set a to 1 μm and λ as 1.55 μm ,we define the frequency f as 

1/1.55 = 0.6452 [130]. 

Figure 5.4 Logo of MEEP [105] 
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5.3.4 Algorithm 

1. Import the required modules from the MEEP repository. 

2. Resolution=20 

3. Define the parameters of the structure: the lattice constant is 200 nm, dielectric 

contrast 

4. Measure the flux spectrum at one end of the computational cell from a source at the 

other end 

5. Normalize the flux from a case with no dielectric contrast 

6. Compute the transmission spectra.  

7. The data are extracted  

8. plot using matplotlib 

Measure the flux spectrum at one end of the computational cell from a source at the other 

end, normalized by the flux from a case with no index contrast, then compute the 

transmission spectra. Load the required modules from the MEEP repository. The parameters 

of the structure are: the thickness of the single layer is 100 nm, and the lattice constant is 

200 nm. FDTD simulations can incorporate absorbing boundary conditions using the 

perfectly matched layer (PML) method. The method involves enclosing the computational 

cell in a material that, in principle, completely absorbs electromagnetic waves of all 

frequencies and incidence angles. The source is set to be a typical Gaussian pulse, situated 

at one edge of the cell just outside the PML. The X and Y axes of the structure have mirror 

symmetry lines. The mirror symmetry through the Y axis is broken by the source, but the 

unusual mirror symmetry through the Z axis remains. At the opposite end of the 

computational cell, before the PML, calculate the flux spectrum [130]. The data are extracted 

and plotted using matplotlib. The transmission spectra with different dielectric contrasts 

were plotted, and their effects on the width and position of the photonic bandgap were 

studied. The spectra for different numbers of layers were also drawn and investigated. 
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5.4 Results and discussions 

MEEP was used to simulate the transmission spectra of multilayers with varying number of 

layers and refractive index contrast, and the spectra were drawn using Matplotlib. The 

corresponding images of the layers were also generated using h5topng, which is a utility that 

converts two-dimensional slices of a database in HDF5 files to Portable Network Graphics 

(PNG).  

5.4.1 Transmission spectra using meep 

Varying dielectric contrast: The transmission with the dielectric contrast of the layers from 

1 to 5 was plotted and is shown in figure 5.5. Figure 5.6 shows the variation of the width of 

the bandgap and the position of the bandgap with different dielectric contrast. It was found 

that as the dielectric contrast of the layers increased, the band gap also increased. Figure 5.7

 

Figure 5.5 Transmission spectra with dielectric contrast varying from 1 to 5. 
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depicts the variation of the transmission percentage with dielectric contrast. Transmission 

Figure 5.6 Variation of width of bandgap and the midgap with dielectric contrast. 
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decreases with increasing dielectric contrast.  

 The gap develops as a result of the bands' fields being concentrated in various ways, as 

explained by electromagnetic variational principle. For the first band, the energy is more 

concentrated in the high dielectric region than in the second. This concentration of energy 

increases as the dielectric contrast increases, and so, the width of the band gap increases. A 

shift was also found in the position of the bandgap. It was investigated by plotting the mid-

bandgap with dielectric contrast. A red shift in the bandgap position was observed as the 

dielectric contrast increased. The dielectric contrast may be varied to get the required 

bandgap, which may be different for different applications [134].  

Here, the computational cell produces the bandgap in the visible region. These PC can be 

utilized as light trapping in solar cells. 

Figure 5.7 Variation of transmission with dielectric contrast                         

Varying the number of layers: The simulation with of the 1D PC with different number of 

layers were done. The figure 5.8 shows the computational cell simulated for this study. 

Figure 5.9 shows the transmission spectra of the multilayers with a varying number of layers 

and a dielectric contrast of 2 
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Figure 5.8 Computational cell simulated with different number of layers 

Figure 5.9 Transmission spectra with different number of layers 
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It was found that the position and the width of the bandgap was the same, but the 

transmission percentage reduced to 43%, 22%, 12%, and nearly 0% as the layers increased 

from 5 to 11. This shows that 11 layers will produce a sufficient gap in the transmission. 

5.5 Conclusion 

The 1D photonic crystals with different layers were simulated, and the transmission spectra 

were plotted using MEEP software. The effect of the dielectric contrast on the width and 

position of the photonic bandgap was investigated using the simulated transmission spectra. 

Transmission spectra with different numbers of layers were plotted, and it was found that 

eleven layers are enough for creating a stop band. We simulated the partial photonic band 

gap of the photonic crystal. In our work we found that the photonic band gap which can be 

utilized in a variety of ways in different areas like communication, energy harvesting, 

Figure 5.10 Variation of transmission with number of layers 
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antireflective coatings, light trapping, gas and liquid optical sensing [138] etc. can be varied 

in a wide way by changing the dielectric contrast of the 1D PC. So before experimentally 

making the photonic crystals these parameters can be fixed and this will help to get the 

structure that satisfy the need. This will help to choose a cost-effective material and also 

saves our time. 
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Chapter 6  

Fabrication of ZnO/SiO2 1D Photonic crystals 

6.1 Introduction 

There are different methods to fabricate PC, which include electron beam lithography [139], 

nanoimprint lithography [75], molecular beam epitaxy [140], chemical vapor deposition 

(CVD) technology [79], sputtering [141], and holographic exposure of ultraviolet (UV) 

beams to photosensitive materials [142]. Reactive sputtering has been thought of as a useful 

technique to deposit high-quality dielectric films of ZnO and SiO2. Despite its low deposition 

rate, the sputtering process is simple to control, and the deposited layers exhibit good 

adhesion and coating uniformity [143]–[146]. The ZnO and SiO2 films with acceptable 

optical and structural properties were coated using the RF magnetron sputtering technique. 

By contrasting these coatings' performances with simulation findings, their effectiveness 

was assessed. Additionally, reflective coatings made of SiO2/TiO2 multi-layers were utilized 

to enhance the photovoltaic performance of SnS/CdS solar cell. 

6.2 ZnO/ SiO2 multilayers for light trapping in photovoltaic cell 

To enhance optical (or surface) performance, a variety of oxide combinations, such as 

TiO2/SiO2, Al2O3/SiO2, ZnO/SiO2, and ZnO/ZrO2, are extremely helpful. In solar cells, the 

highest quantity of light absorption convert is possible by selecting a good combination of 

anti-reflection coatings materials and synthesis methods. With a gap energy of 3.37 eV, ZnO 

is a semiconductor metal oxide material that belongs to groups II–VI. It is a cost-effective 

and sustainable material [147]–[150]. SiO2 is amorphous, low indexed and has excellent 

mechanical qualities and high thermal properties. The widespread use of SiO2 is a result of 

its human and environmental friendliness. Due to their refractive index contrast and easy 

fabrication process one-dimensional photonic crystals consisting of several layers of zinc 

oxide and silicon dioxide was done [144], [151]–[153]. 
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6.3 Methods and materials 

6.3.1 Quarter wave stack 

Several analytical studies for arbitrary dielectric contrast show that the normal incidence gap 

is maximized when t1n1=t2n2 for two materials with refractive indices (√ε) n1 and n2 and 

thickness t1 and t2=a-t1, thickness of the layers respectively. The midgap frequency ωm in 

this particular instance may be established to be 

𝜔𝑚 =
𝑛1+𝑛2

4𝑛1𝑛2
.

2𝜋𝑐

𝑎
      (6.1) 

Since the matching wavelength λm = 2πc/ωm fulfils the relation λm,/ n1=4d1 and λm,/ n1=4d1 

that means each layer is precisely one quarter wavelength thick. This type of layer is referred 

to as a quarter wave stack for this reason. The waves reflected from each layer are in phase 

at  mid gap frequency of the photonic bandgap, which is why the bandgap is maximized for 

the quarter wave stack [132], [154]. 

6.3.2 Simulation of ZnO/SiO2 1D photonic crystals 

As discussed in chapter 5 the simulations of 1D photonic crystals can be done using MEEP 

software. The simulation work was done with a lattice constant of 200nm. The thickness of 

the layers was fixed as 100 nm for each layer. As discussed in the above section maximum 

wavelength will be obtained if the thickness is in the order of one quarter wavelength. In the 

simulated cell the thickness was chosen as t1=t2=0.5a. In order to get maximum bandgap, the 

thickness of one layer should be t1=0.2a which is equal to 40nm and the other layer as 160 

nm. Since we have chosen ZnO and SiO2 whose dielectric contrast is found to be 4 we have 

chosen the same for the simulation. 

6.3.3 Fabrication of ZnO/ SiO2 multilayers by sputtering. 

Radio frequency (RF) magnetron sputtering was used to coat ZnO and SiO2 layers from the 

respective targets with 99.99% purity (procured from Kurt J Lesker, UK). The Hind High 

Vacuum Model BC-300 RF sputtering device that was used for this project included a mass 

flow controller (MFC) for the controlled supply of gas. 99.999% pure targets were bought 
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from Kurt J. Lesker in the UK. An ultrasonically cleaned glass slide was used as a substrate. 

The sputtering chamber was evacuated to a pressure below 6 ×10-6 mbar before the coating 

process. Argon was used for sputtering, and the flow rate was maintained at 20 sccm. Argon 

gas is injected into the chamber using a needle valve to create the plasma. Oxygen (flow rate 

of 2 sccm) was used to compensate for the loss of oxygen from the targets during the process. 

The sputtering was done under a constant working pressure of 5 ×10-3 mbars and a high 

power of 80 W. The ZnO layer was coated first, then SiO2. The optimal separation between 

the substrate and the target was 7 cm.  With a deposition time of 15 minutes, a 100 nm thick 

ZnO layer and a 50 nm thick SiO2 layer were deposited. Eleven alternative layers were 

coated, and the transmission spectra using UV-visible spectroscopy were analyzed. 

6.3.4 Fabrication of SnS/CdS solar cell with 1D photonic crystals 

The heterojunction was formed on a thoroughly cleaned ITO substrate. Firstly, the SnS thin 

film was coated and annealed at 200°C as mentioned in chapter 2, followed by the deposition 

of CdS. A thin silver contact was drawn above the heterojunction using silver paste. The 

configuration with (PC/ITO/SnS/CdS/Ag) and without PC (ITO/SnS/CdS/Ag) were 

analyzed using Keithley source meter. 

6.4 Results and discussions 

The transmission spectra of the simulated cell is drawn. The films were optically 

characterized using an Intek UV-vis spectrophotometer. The wavelength used for the 

characterization was in the range of 190 nm to 1190 nm. Deuterium was used as the source 

for UV and tungsten for visible radiation. The cross-sectional view of the films was obtained 

using a FESEM (Field Emission Scanning Electron Microscope) (SUPRA 55 VP-4132 Carl 

Zeiss).  

6.4.1 Transmission spectra of simulated ZnO/SiO2 photonic crystals 

Figure 6.2 depicts the transmission spectra and the inset of the figure shows the 

corresponding computational cell. From the spectra it was found that the width of the 

bandgap increased and the transmission percentage decreased when compared with those 

with thickness t1=t2=0.5a. The mid band gap position was again in the violet blue region. 
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The values of mid band gap region, width of the band gap and the transmission percentage 

is tabulated in table 6.1.  

6.4.2 Optical properties using UV visible spectroscopy 

ZnO and SiO2 thin films prepared by the sputtering method were optically characterized by 

UV-visible spectroscopy. The absorption spectra were drawn, and the optical bandgap and 

refractive index were calculated using the tauc relation and Fresnel’s equation, respectively. 

Absorption spectra tauc plot:  Figures 3 and 4 show the absorption spectra (inset) and tau 

plot of ZnO and SiO2 thin films prepared by sputtering. The region with a lower wavelength, 

less than 400 nm, shows the maximum absorption, and the spectra region that lies in a longer 

wavelength, i.e., in the visible region, shows high transparency for both ZnO and SiO2. The 

absorption edge of SiO2 rises at a lower wavelength compared to ZnO.  

. 

Figure 6.1 Transmission spectra of simulated ZnO/SiO2 1D photonic crystals 
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Figure 6.3 Absorption spectra (inset) and Tauc plots of ZnO film 

Figure 6.2 Absorption spectra (inset) and Tauc plots of SiO2 films 
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Tauc plot: The optical band gaps of ZnO and SiO2 were determined using the tauc relation. 

The Tauc plot is drawn with hυ on the x axis and (αhυ)2 on the y axis. The linear part of the 

curve's shape suggests that the material has a direct optical transition. By extending the 

straight line of the image to the energy axis, it is possible to calculate the energy band gap. 

The energy gap of the ZnO film was found to be 3.61 eV and that of SiO2 at 3.75 eV. These 

results show that prepared SiO2 thin film is much more transparent with a larger optical band 

gap when compared to ZnO. Both the films were transparent to the visible region 

Determination of refractive index: The refractive indices have been discovered to 

significantly affect both the electrical and optical characteristics of the materials.  

Equation 5.1 has been used to compute the refractive index, and equation 6 has been used to 

calculate the reflectance as a function of wavelength using the transmittance data. 

Figure 6.4 Refractive index of SiO2 and ZnO in the visible region. 
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𝑛 =  
1+√𝑅

1−√𝑅
      6.2 

𝑅 = (1 − √(𝑇𝑒𝑥𝑝(𝐴))     6.3 

In Figure 6.4, the change in refractive index as a function of photon wavelength has been 

calculated and plotted [147].  

The refractive indices for ZnO and SiO2 are 2 and 1.47 at high wavelengths (>400 nm, 

respectively) which matched with reported values. In the visible region, the dielectric 

constant is equal to the square of the refractive index. So, it is approximately equal to 4 and 

2 for ZnO and SiO2. The 1D PC fabricated has a dielectric contrast of 2. 

The transmission spectra of 1D PC: Figure 5 shows the transmission spectra of the fabricated 

PC with 11 alternate layers of ZnO and SiO2 

Figure 6.5 Transmission spectra of ZnO/SiO2 1 D photonic crystals 
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The range of the band gap was as predicted by the simulation for the dielectric contrast of 2 

and 11 layers. It was in the violet range with a band gap of 130 nm. The simulation helped 

as a pre-laboratory for choosing the material and the number of layers. 

 

Table 6.1 Comparison of photonic band gap 

 

 

 

 

 

 

 

6.4.3 FESEM analysis 

The cross- sectional view of the 11 alternate layers of ZnO/SiO2 was taken using FESEM 

and is displayed in figure 6.6.  The micrograph is displayed in figure 6.6. The thickness of 

ZnO layer was found to be nearly 40 nm and SiO2 as 160 nm. The lattice constant measured 

was 200 nm 

6.5 I-V characterization 

The final step was creating a SnS-based solar cell using commercial ITO (Indium Tin Oxide) 

as the front contact, CdS as an n-type semiconductor, SnS as a p-type semiconductor, and 

silver as the back contact (ITO/PC/SnS/CdS/Ag).  Figure 6.7 displays I-V characterization 

of the heterojunction. The cell parameters with PC and without PC that was discussed in 

chapter 4 are tabulated in table 6.2. From the table it is cleared that the cell parameters 

improved a lot by incorporating the PC structures. So, in solar cell systems, light trapping is 

 
Transmission 

(%) 

Mid 

bandgap 

(nm) 

Bandgap 

(nm) 

Simulated 1D PC 

t1=t2=100 nm 
20 404 86 

Simulated 1D PC 

t1=40 nm t2=160 nm  
6 344 103 

Fabricated ZnO/SiO2 

1D PC  
2 368 130 
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essential to improve light confinement and absorption. Reducing optical losses, light 

trapping had great success in enhancing the efficiency of the solar cell. 

. 

. 

 

  

 

 

 

 

 

 

 

Figure 6.7 Cross sectional view of 11 layers of 1D PC 

Figure 6.6 IV characteristics of (ITO/PC/SnS/CdS/Ag) solar cell 
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 Table 6.2 Cell parameters of SnS based solar cell with and without PC 

        

  6.6 Conclusion 

After the simulation work, ZnO/ SiO2 PC with 11 layers was fabricated, and the transmission 

spectra was investigated. The results were comparable with the simulations. Photonic 

bandgap has numerous applications in fields like communication, energy harvesting, 

antireflective coatings, light trapping, gas and liquid optical detection, and more. The 

position and the width of these gaps can be tuned to fit the application by changing the 

dielectric contrast. The simulation helped as a pre laboratory for choosing the material and 

the number of layers, and this will save time and money. The (ITO/PC/SnS/CdS/Ag) 

heterojunction was fabricated and the cell parameters with and without PC were compared. 

It was observed that the performance of the solar cell improved by using 1D PC as back 

reflectors 

 

 

 

 

 

 

 

 

 
Vp (mV) Ip (mA) Voc (mV) Isc (mA) FF (%) 

Efficiency 

(%) 

Without 

PC 
190 0.0013 435 0.0024 28.5 0.01 

With 

PC 
200 0.21 440 0.31 41.6 1.5 
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Chapter 7  

Overall Summary and Recommendations 

7.1 Overall summary  

One of the most promising and environmentally friendly energy sources, solar energy, is the 

subject of extensive research. Due to their low manufacturing costs, high-throughput 

processing techniques, and ease of junction formation, thin film-based solar cells offer a 

wide range of applications. As a potential absorber material for solar cells, orthorhombic tin 

monosulfide (SnS), which is abundant on Earth and nontoxic has ideal electronic properties 

such as an ideal bandgap (~1.3 eV), a high optical absorption coefficient of 104 cm-1, and 

intrinsic p-type conductivity, has attracted a lot of interest. Even though theoretical studies 

and simulations shows a conversion efficiency of more than 20% for SnS based solar cell, 

power conversion efficiency (η) of SnS-based solar cells remained below 4%. There have 

been numerous attempts to increase the effectiveness of SnS solar cells. The main challenges 

to improving the efficiency of SnS-based solar cells are the production of high-quality SnS 

thin films and selecting the appropriate n-type semiconductor. This was tried in this work.  

CdS, a semiconductor with a bulk bandgap of 2.42 eV, is a promising window layer material 

used in both commercial modules and lab research.  

The creation of photon management techniques to maximize light absorption for 

applications like solar cells, photo electrochemistry, and sensing has received a lot of 

attention in recent years. Photonic crystals, which are considered the optical analogue of 

crystals, are capable of controlling the flow of light. In this work, 1D photonic crystals were 

simulated using MEEP software, which is free and open software. The effect of dielectric 

contrast and the number of layers on the photonic band gap was investigated. ZnO/SiO2 1D 

photonic crystals were fabricated by sputtering. The experimental results matched the 

simulations. It is always better to have simulation as a pre-laboratory, as it saves time and 

money.  
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This thesis reports on possibility of modification of the properties and photovoltaic 

performance of chemically prepared SnS thin film by changing the pH of the bath solution 

and annealing temperature. A further enhancement of efficiency was obtained using the 

SiO2/ZnO 1D Photonic crystals for light trapping. Simulation work was done as the pre 

laboratory. 

SnS and CdS thin films were synthesized chemically for different pH values of bath 

solutions. The optimal pH values for SnS film formation were 9.8, 9.9, and 10, while the pH 

values for CdS were 11.3, 11.4, and 11.5. Film formation did not take place outside this pH 

range at ambient conditions. The structural, morphological, optical, and chemical 

characterization revealed changes in the thin film properties with the pH variation. Structural 

analysis showed an increase in crystallite size for SnS and CdS as the pH of the solution 

increased. The optical band gap was found to decrease as the pH of the solution increased 

for both materials. Morphological studies showed that the film became more continuous and 

uniform as the pH of the bath solution increased. The atomic weight percentage of metal 

increased as the pH increased, according to the EDS spectra of both films. Photovoltaic cells 

were fabricated with an ITO/SnS/CdS/Ag configuration, where the SnS thin film deposited 

at pH = 10 and the CdS film deposited at pH = 11.3 showed better performance. It was 

observed that the pH of the bath solution has an effect on the efficiency of the photovoltaic 

cell. Even though, the cell performance of the fabricated heterojunction was poor, the 

successful formation of the p-n junction was confirmed. However, SnS thin films are 

potential candidates for solar cells, and trials can be made to improve the solar cell's 

performance by optimizing the cell configuration. 

The chemically created SnS thin films were subjected to various annealing temperatures. 

The ideal annealing temperature for SnS was determined to be 200°C. No peaks were visible 

in the films' annealed at 250°C XRD or Raman spectra. The structural, morphological, 

optical, and chemical characterization demonstrated that variations in the annealing 

temperature led to modifications in the thin film properties. The films' crystallite size grew 

as the annealing temperature rose, according to structural analyses. It was discovered that 

when the annealing solution's temperature rose, the optical band gap shrank. With annealing, 

morphological tests revealed that the film became denser and the needle-shaped morphology 

changed to a plate-shaped one, increasing the grain size. The atomic weight percentage of 
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sulphur dropped as the annealing temperature rose, according to EDS spectra. 

ITO/SnS/CdS/Ag configuration were employed in the construction of photovoltaic cells, and 

a thin SnS film that had been annealed at 200°C served as the absorber layer. The efficiency 

of the solar cell was found to be impacted by the annealing of the film. An increase in 

efficiency was seen by annealing the SnS thin film. This technique is an inexpensive way to 

produce SnS thin films for the absorber layer of solar cells. 

Modern advanced electronic, optoelectronic, and photonic devices are in demand for 

multilayer thin film structures, which are also considered as 1D photonic crystals. Photonic 

crystals are considered the optical analogue of crystals, in which atoms are replaced by 

macroscopic periodic dielectric structures. It is preferable to optimize the PC's design on the 

computer before building it. They are favorable for computation because the length scales 

are not too small, and the Maxwell equations that govern the propagation of electromagnetic 

radiation through the PC are practically exact. The software called MEEP were used for 

computing transmission spectra. Meep implements FDTD method. This is a widely used 

technique in which space and time are divided into a discrete grid and the derivatives of the 

Maxwell equation are approximated using discrete time steps. This approach can imitate 

many real-world issues almost identically since it gets closer and closer to the true 

continuous equations as the grid and time increments are made finer and finer. The 1D 

photonic crystals with different layers were simulated, and the transmission spectra were 

plotted using MEEP software. The effect of the dielectric contrast on the width and position 

of the photonic bandgap was investigated using the simulated transmission spectra. 

Transmission spectra with different numbers of layers were plotted, and it was found that 

eleven layers are enough for creating a stop band. 

Reactive sputtering has been thought of as a useful technique to deposit high-quality 

dielectric films of ZnO and SiO2. Despite its low deposition rate, the sputtering process is 

simple to control, and the deposited layers exhibit good adhesion and coating uniformity 

[143]–[146]. The ZnO and SiO2 films with acceptable optical and structural properties were 

coated using the RF magnetron sputtering technique. After the simulation work, ZnO/ SiO2 

PC with 11 layers was fabricated, and the transmission spectra was investigated. The results 

were comparable with the simulations. Photonic bandgap has numerous applications in fields 

like communication, energy harvesting, antireflective coatings, light trapping, gas and liquid 
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optical detection, and more. The position and the width of these gaps can be tuned to fit the 

application by changing the dielectric contrast. The simulation helped as a pre laboratory for 

choosing the material and the number of layers, and this will save time and money. 

The SnS based solar cell were fabricated with the ZnO/SiO21D PC as anti-reflective coating. 

It was found that the efficiency of the solar cell improved a lot when compared to those 

without the PC. Even though the efficiency reported in this work is below the maximum 

reported efficiency of SnS based solar cell, this work gives a simple and cost-effective 

method of fabricating the cell. It also shows that the efficiency of the solar cell can be 

improved by using 1D PC. 

7.2 Recommendations 

Further improvement of the efficiency is required to make the fabricated cell to put into the 

industry. The efficiency can be improved by decreasing the resistance of the layers. For that 

doping the layers with metals especially silver can be tried. Also, different possible 

applications of SnS thin films can be exploited such as photosensors. Combinations with 

different n-type materials like ZnO, ZnS, etc. can be tried in a way to enhance the efficiency 

of the solar cell. Different wave guiding strategies can be utilized as anti-reflective coatings 

in front of the cell. 

Over the past decade, a tremendous development has taken place within the area of optical 

components having a full or partly periodic structure incorporated. A small amount of 

disorder will not destroy the PBG but will allow localized modes to exist within the gap, 

which can be utilised for wave guiding. Such PC can be utilized as anti-reflective coatings 

that guide the solar radiation into the junction without any loss. This disorder can be 

incorporated either by changing the thickness or dielectric contrast of a single layer. The 

disorder can be incorporated into ZnO/SiO2 1D photonic crystals either by replacing a layer 

with a different material like TiO2 or by changing the thickness of a layer. 

 Two-dimensional photonic crystals called photonic-crystal fibers are used for fiber-optic 

communication, among other applications. Three-dimensional crystals may one day be used 

in optical computers, and could lead to more efficient photovoltaic cells. This new class of 

optical waveguides is characterized by a carefully engineered cross-section of glass (or 
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polymer) riddled with a pattern of miniature holes. The future work and recommendations 

provide work plan to support and sustain the research work with a sole aim to develop 

innovative and potentially efficient SnS based devices along with the fabrication of photonic 

crystals for light harvesting and optical communication application.  
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